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In this paper, we investigate the inductive limits of quantum normed (or operator)
spaces. This construction allows us to treat the space of all noncommutative con-
tinuous functions over a quantum domain as a quantum (or local operator) space of
all matrix continuous linear operators equipped with G-quantum topology. In par-
ticular, we classify all quantizations of the polynormed topologies compatible with
the given duality proposing a noncommutative Arens—Mackey theorem. Further, the
inductive limits of operator spaces are used to introduce locally compact and lo-
cally trace class unbounded operators on a quantum domain and prove the dual
realization theorem for an abstract quantum space. © 2010 American Institute of
Physics. [doi:10.1063/1.3419771]

I. INTRODUCTION

The operator analogs of locally convex spaces have been started to develop in Ref. 14 by
Effros and Webster. The central goal of this direction is to create a theory of quantum polynormed
spaces or quantum spaces, which should reflect the “locally convex space chapters” of quantum
functional analysis. This theory has been created as the basic language of quantum physics. To
have a comprehensive mathematical model of quantum physics, it is necessary to consider the
linear spaces of unbounded Hilbert space operators or “noncommutative variable spalces.”19 This is
the mathematical background of Heisenberg’s “matrix mechanics.” The quantizations of a variable
space have provided functional analysis with the new constructions, methods, and problems.22
Being a new and modern branch of functional analysis, quantum functional analysis can be
divided into the normed'**° and polynormed (or locally convex) tc)pics,14’25 as in the classical
theory. The quantum (or local operator) spaces appear as the projective limits of quantum normed
spaces. The known?! representation theorem by Ruan asserts that each quantum normed space can
be realized as an operator space (up to a matrix isometry) in the space B(H) of all bounded linear
operators on a Hilbert space H, whereas quantum spaces lead to linear spaces of unbounded
operators on H (see Ref. 6). These representation theorems are based on a quantum (or operator)
version of the classical bipolar theorem, which asserts that the double operator polar of an abso-
lutely matrix convex set is reduced to its weak closure. This result was proved in Ref. 14 (Propo-
sition 4.1) by Effros and Webster. In a certain sense the bipolar theorem is equivalent to Ruan’s
representation theorem for quantum normed spaces (see Ref. 9). The bipolar theorem allows us
also to describe a continuous matrix seminorm on a quantum space in terms of the matrix duality.6
Furthermore, it provides a scale of possible quantizations of a polynormed space, namely, the scale
of min and max quantizations. The Krein—-Milman theorem for quantum spaces was proposed in
Ref. 26 by Webster and Winkler.

In this paper, we investigate the inductive limits of quantum normed spaces. That is, the main
technical machinery of the paper which allows to prove the main results, namely, classification of
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all quantum topologies compatible with the given duality, representation theorem for quantum
spaces and the dual realization of a quantum dual space equipped with G-quantum topology. Note
that the inductive limits of operator spaces have been successfully used in the quantum moment
problems,7 the quantum operator valued measures are treated as matrix contractive and matrix
positive linear mappings between certain inductive limits of operator spaces.

The known (see, for instance, Ref. 23 (Sec. 4.3.2) and Ref. 18 (Sec. 10.4.5)) classical result by
Arens and Mackey asserts that all polynormed (or locally convex) topologies s compatible with
the given duality (V,W) can be arranged into the Arens—Mackey scale o(V,W)CsC #(V,W)
within the weak o(V, W) and Mackey 7(V, W) topologies. Moreover, all bounded sets with respect
to the polynormed topologies compatible with the duality (V,W) are the same, thanks to the
known (Ref. 18, Sec. 40.4.6) classical result by Mackey. These duality results play the fundamen-
tal role in the classical theory of locally convex spaces.

The duality theory for quantum spaces has been developed in Ref. 25 by Webster. There was
proposed a &-quantum dual of a quantum space and proved that a quantum topology on V is
compatible with the given duality (V, W) if and only if it is generated by matrix polars of weakly
matrix compact sets on W. Let us recall that by a quantum topology f on a linear space V we mean
a polynormed topology in the space M(V) of all finite matrices over V whose neighborhood filter
base is generated by a family of absolutely matrix convex sets (see Sec. II D). Certainly, each
quantum topology f in M(V) inherits a polynormed topology s=f|V on the linear space V. We are
saying that { is a quantization of s. Actually, each polynormed topology s in V admits a quanti-
zation. All these quantum topologies are placed within the min and max quantizations, that is,
min s C fCmax s (see Sec. I E). It was proved in Ref. 9 that the weak topology o(V, W) admits
precisely one quantization s(V, W) called the weak quantum topology, that is, all quantum topolo-
gies in M(V) reduced to the same o(V,W) are equivalent. In particular, min o(V,W)
=max o(V,W)=5(V,W). Furthermore, a noncommutative Mackey theorem proposed in Ref. 9
asserts that if s runs within the classical Arens-Mackey scale o(V,W)CsC «(V,W), then all
matrix bounded sets with respect to the quantum topologies s(V, W) Cmin s C min 7V, W) are the
same. Similar result for the max quantization is not true (see Ref. 9).

One of the central goal of the present paper is to classify all quantum topologies compatible
with the given duality (V,W). We represent these quantum topologies as the elements of a quan-
tum scale on a concrete quantum space. Namely, fix a set J. Assume that for each point w € J we
have an “atomic” algebra M n, of all finite n,,-square complex matrices. If /CJ is a subset-then all
atomic algebras an, wel, associate the operator space (von Neumann algebra)
M=a" M, -direct sum of the full matrix algebras. Fix a family J={J,} of sets. The family J

wel
associates the quantum space (local von Neumann algebra)

D,=opl[ M 7. C {unbounded operators},
K

which is the quantum (or operator) product of von Neumann algebras. The quantum space D has
a realization as unbounded operators.6 The algebra ©; possesses a family of so-called divided
quantum topologies, which can easily be described in terms of divisors of J. Namely, a family /7
={I,} of sets is said to be a divisor of J if for each I, there corresponds unique J, such that 1,CJ,,
and J= U /. For instance, so are

A={{whw e J} (atomic divisor) and J={J,} (top divisor) itself.
Each divisor I of J generates the matrix seminorms
77-la(a) = Sup{”aw”:w € Ia}’ a= (aW)WE.] € M(QJ)

This family 2 ,={7T,Q} of matrix seminorms defines, in turn, a quantum topology (denoted by 0,
t00) on B, called the divided quantum topology. Put a=0, and t=0,. They are so-called aromic
and top quantum topologies (or boundaries) and a C0,;Ct for each divisor I of J. If VC D, is a
linear subspace, then we have a scale of divided quantum topologies 9,|M(V) in M(V). Our first
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central result asserts that the quantizations of the classical Arens—Mackey scale can be realized as
a quantum scale on a certain concrete quantum space.

Theorem 1: (Noncommutative Arens—Mackey theorem) If (V, W) is a dual pair, then V can be
identified with a subspace in a certain local von Neumann algebra ® ; such that the quantization
of the classical Arens—Mackey scale o(V,W) CsC 7(V,W) is precisely the quantum scale

alM(V) Co|M(V) C {M(V).

In particular, the atomic quantum topology a|M(V) represents the unique quantization s(V,W) of
the weak topology o(V,W).

In order to represent the elements of the quantum space ©; as unbounded operators, we
introduce quantum domains simplifying the construction used in Ref. 5. By a quantum domain in
a Hilbert space H we mean an orthogonal family £={N,} of its closed subspaces whose sum
D=2%=3,N, is dense in H. If all “nest” subspaces N, of a quantum domain ¥ are finite dimen-
sional, then we say that it is an atomic quantum domain. The algebra of all noncommutative
continuous functions® over a quantum domain ¥ is reduced to the unital multinormed C*-algebra

C(D)={T € L(D):TIN,. € B(N,) for all «}

with the family p(7)=|T|N,|| of C*-seminorms, where L(D) is the associative algebra of all
linear transformations on D. The elements of C;(D) are closable unbounded operators on H, and
it possesses a canonical quantum space structure being a multinormed C*-algebra. Note that
(’D,,t)CC (D) is a quantum space inclusion with T={N,}, N, =&, c; (" and H=&,,,C".
Moreover, (CD 5,a)CCh (D) with the atomic quantum domain A= {Cw:w e J} in H.

The sum D of a quantum domain T={N,} can be quantized D,=op® T ,=0p® N, , being a
quantum direct sum of the quantum normed spaces N, ,, where ¢ indicates a quantization (see Sec.
III A) over a certain class of normed spaces including . The quantum direct sums have advan-
tages to be handled in many technical results, for instance, to classify all matrix bounded sets in
D, we may prove Dieudonné-Schwartz type theorems on the matrix level M(D,)=® M (N, ,),
which is a quantum direct sum of the quantum normed spaces. In Sec. III and IV, we convert the
algebra of all noncommutative continuous functions on a quantum domain into the quantum space
of all matrix continuous linear operators on a certain inductive limit (see Ref. 13, Theorem 3.4.1,
for the normed case).

Theorem 2: (Representation theorem for quantum spaces) If V is quantum space, then there
is a quantum domain ¥ in a Hilbert space such that

V— MC(D,)s (up to a topological matrix isomorphism),

where D,=op® T, is the column quantization c of the sum D=2% and MC(D,)g is the quantum
space of all matrix continuous linear operators equipped with the strong quantum topology on the
quantum space D,..

Recall that B(H) is an operator dual of the operator space 7(H) of all trace class operators on
H. A quantum space version of 7(H) can be constructed using the inductive limit of operator
spaces too. If T={N,} is a quantum domain in H, then we introduce the quantum spaces K<(D)
and 7<(D) over D of so-called locally compact and locally trace class operators on D. They are
*-ideals in C;(D). The quantum space 7<(D) of locally trace class operators on D is defined as the
quantum direct sum Z¢(D)=o0p® ,7(N,) of the operator subspaces 7(N,) C 7(H). We prove that
%(D)é:Cz(D) up to the canonical topological matrix isomorphism, where 75(D)y is the strong
quantum dual (see Ref. 14) of 7<(D). Moreover, IC‘I(D) =7+(D) whenever T is countable The
identification C* +(D)=75(D) restricted to the local Von Neumann algebra D associates the quan-
tum space 1somorphlsm D,=(T7)), g Where 7;=0p® GBWE 7, n, 1s the space of all trace class ma-
trices in @,. In particular, we have the weak* s(D,,7;) (see Theorem 1) and strong B(D,,7;)
quantum topologies in M(®,), they are quantizations of the relevant weak* and strong dual
topologies. We prove the following dual realization theorem for quantum spaces.

Theorem 3: (Dual realization theorem) If a and t are the quantum boundaries in ®, then
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aCs(D;,7)) and B(D,,T;)=t. Moreover, if V is a complete quantum space, then its &S-quantum
dual Vi can be identified with a subspace in a certain D ; such that

s(V,V) =s(®, T)MV') =aM(V') and &S(V',V)=t{{M(V"),

where s(V',V) is the quantum weak* topology and S(V',V) is the &-quantum topology in M(V").
The assertion effectively generalizes the dual realization theorem of an operator space proved
by Blecher? (see also Refs. 3 and 13).

Il. PRELIMINARY RESULTS

In this section we propose key notions and results of the quantum space theory. All central
results of the papelr14 by Effros and Webster will be used in the present investigations. Therefore,
we explore in detail basic concepts and tools of Ref. 14 to facilitate the reading of the present one.

A. The basic notations

The direct product of complex linear spaces E and F is denoted by E X F and we put E* for the
k-times product E X - -+ X E. If E is a linear space, then E denotes the conjugate space for E. So,
E=E with its addition and the conjugate scalar multiplication Nit=\u, u € E, where & indicates the

same u from E but in the conjugate space E. If E is a normed space with the norm |||, then so is

E with the norm |id|=||u/|, u € E. If H is a Hilbert space with its inner product {-,-), then H turns out
to be a Hilbert space with the inner product {it,0)=(v,u), u,v € H. The linear space of all linear
transformations between linear spaces E and F is denoted by L(E, F), and we write L(E) instead
of L(E,E). The identity operator on E is denoted by I. It is the unit of the associative algebra
L(E). Take T € L(E). The n-fold inflation T®"=T® --- ® T € L(E") of T is acting as (x;);—> (Tx;,);,
x; € E, 1 <i<n. If T leaves invariant a subspace F C E, then T|F denotes the restriction of T onto
F. If ACE is a subset, then abc A denotes the absolutely convex hull of A in the linear space E.
The unit set of a normed space V is denoted by ball V. If p is a gauge (or seminorm) on a linear
space V, then the unit set {p <1} in V is denoted by ball p. The domain of an unbounded operator
T on a Hilbert space H is denoted by dom(7). For unbounded operators T and S on H, we write
TCS if dom(T)Cdom(S) and Tx=Sx for all x € dom(T). If T is a densely defined operator on H,
then T* denotes its dual operator, thus (Tx,y)={(x,T*y) for all x e dom(7T), y € dom(T™*), where {-,-)
is the inner product in H. The C*-algebra of all bounded linear operators on H is denoted by B(H),
whose ideals comprising all finite-rank and compact operators are denoted by F(H) and K(H),
respectively. The space of all trace class operators on H is denoted by 7(H). The trace norm of an
operator A € 7(H) is denoted by ||Al|,, that is, if |A|=(A*A)"2, then ||A|,=tr(|A])==,.s(|Ale,e) for
a (Hilbert) basis A in H. Note that if H=H,;®H, is an orthogonal sum of Hilbert spaces, A
e B(H,), Be B(H,), and T=A®B e B(H), then Te7(H) if and only if A€ 7(H;) and B
e 7(H,). In this case, tr(T)=tr(A)+tr(B).

The linear space of all m X n-matrices x=[x;;] over a linear space V is denoted by M,, ,(V),
and we set M,, ,=M,, ,(C) and M,,(V)=M,, (V). Further, M(V) (M) denotes the linear space of all
infinite (scalar) matrices [x;;], x;; € V, where all but finitely many of x;; are zero. Each M,, ,(V) is
a subspace in M(V) comprising those matrices x=[x;;] with x;;=0 whenever i>m or j>n. Note
that M, ,(L(E))=L(E",E™) up to the canonical identification. In particular, M,(L(E))=L(E"). If
E=H is a Hilbert space, then M, (B(H))=B(H") is a normed space. In particular, M,, , is the space
M,,, endowed with the operator norm || between the canonical Hilbert spaces C" and C™. In
particular, M is a normed space.

Now we introduce the main quantum operations, the direct sum and M-bimodule structure in
the space M(V) of all matrices over V, which plays a basic role in the theory of quantum spaces.
Take v e M, (V) and w € M, ,(V). Their direct sum is defined as
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v 0
vOw= 0 w EMs+m,t+n(V)~

IfaeM, veM,(V)and beM,, then we have the matrix product

avb = [Z aikvk,b,j] eM, (V).
k.l y

L]

A finite sum like 2 aw b, is called a matrix combination in M(V). A linear mapping ¢:V— W has
the canonical linear extensions @ : M, (V) — M, (W) [¢*): M(V)— M(W)] over all matrix spaces
defined as cp(”)([xij])=[cp(x,»j)] [ | M, (V)=¢™]. One can easily verify that ¢ preserves the
quantum operations, that is,

v ew) =) ® e (w) and ¢*(avd)=ae™()b. (2.1)

By a matrix set B in the matrix space M(V) over a linear space V, we mean a collection B
=(b,) of subsets b, CM,(V), n e N. For matrix subsets B and 9 in M(V), we write B CIN
whenever b, Cm,, for all n. In particular, all set-theoretic operations over all matrix sets can easily
be defined. Each subset b C V determines a matrix set b=(b,) with b;=b and b,={0} if n>1. A
matrix set 8B in M (V) is said to be absolutely matrix convex if b,,&b,Cb,,,, and ab,,b Cb, for all
contractions a € M, ,,, b e M,, ,, m, n € N. For brevity, we write

BOBCB and aBLCB, a,bebal M.

Remark 2.1: If B=(b,) is an absolutely matrix convex set, then each b, is an absolutely
convex set in M, (V). Indeed, take v,w € b,, and X, u € C\{O} with |\|+|u|<1. Put

-1/2 -1/2 |)\|1/21”

a= [|)\| )\In |Iu’| Mln] € Mn,2n9 b: 1/2 € M2n,n9
w1
n

where I, is the identity matrix in M,. Then ||a|*=|laa*||=|N[""AN+|u| wiz=|\|+|u| <1 and ||b|]?
=||b*b||=|\|+|u| < 1. It follows that \v+uw=a( ®w)b € a(b,®b,)b Cab,,b Cb,, that is, any
linear combination can be converted into the matrix one. In particular, b, is an absolutely convex
set.

Evidently, any intersection of absolutely matrix convex sets is absolutely matrix convex. The
absolutely matrix convex hull of a matrix set B is denoted by amc B.

The following nice result is due to Johnson, which has been proved in Ref. 14, Lemma 3.2.
For the sake of a reader, we briefly sketch the proof.

Lemma 2.1: If M=amc B, then M=(m,) is a matrix set in M(V) with

K 3k
m, = {E a,byas € My v, € by,bg e My, 2 aa; < 1,2 bTby< 1}.
s s s

Proof: First note that each indicated matrix combination 2awb, can be picked up into a
“big” matrix. Namely,

Easvsl%:[-” a;, ] U, b, | =avb
s . .

and ||a*=[laa*|=2aa” <1, [b|*=[b*b|=Zb7b,<1. Note that ve ®b;. Consequently,
Y.ab, € amc B. It remains to prove that M=(m,,) is absolutely matrix convex. If ¢ e M,,, and
deM,, are contractions then c(Zawb,)d=Zcavbd and Escasafc* <cc*=l1, Esd*bfbsd
<d*d=<1. Finally, if u=>apb,em,, and v=2,c,wd,em,, then u®v=2(a,®0)(v,®0)(b,
®0)+2,(0®c)0®w)(0dd,) € m,,,, for
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D aa’
. o | 10
E(asas@0)+2(069cScs)= . <1
s s > ¢,

0 01

and 2, (b b,®0)+2X, (O€Bc ¢,) < 1. Whence 91 is absolutely matrix convex. O

Let A= ()\1,.. \,) € H,_ank and u=(my,...,u) Il 1M, ,, be tuples of (scalar) matrices.
For a tuple e=(g;) € R of posmve real numbers, we use the notations Nei=¢; W Mei=8; 12,
I<i<s.Ife,5eR], then we write € = J whenever g;= §; for all i. Consider the following matrix:

)\s,l 0 )\s,s 0
Aneu= x| € Mook

0 ’u:,l 0 Ms,x

associated with tuples \, €, and u, where k=3X7_k;. If " e lI_ M, ; and u' € II;_|M, ,, are similar
tuples, then we may generate their direct sums as follows:

s
NeN = ()\l @ )\{’ ’)\S @ )\3,) € HMn+m,kl-+ll-’ n e IL(', = (/'Ll & ,LL;, s Mg @ ILLS,)
i=1
K

€ H Mk[+l[,n+m .
i=1

Note that Aygy/ s peu’ € Magrm) 2 Where =21, The following simple lemma will be used
later.

Lemma 2.2: If €= 6 for some &,5€ R}, then ||A)\,8,,L|| = ||A)\,5,ﬂ||. Furthermore,

”A)\@)\’,E,MEB/J.’” = ,e,/.L’”}'
Proof: Indeed,
o = A ||—H2 Mehes 0 H S o M0 H
hek Mo el 1S o W Mo ’ iy
N0 NoNs; 0
< E 51'_1 H l * =”A)\,&,,MA;,;’M”=||A)\,5,,u|2’
i IU’ M Iu'b‘,ilu’(s,i
: ||$||A>\,5,M’ £=0.

In order to prove the equality [|A\ gy o o, l=max{[|A, . I, |} we use the known (Ref.
13, Sec. 2.1.5) fact that any permutation of the rows or columns of a matrix over an operator space
does not affect its matrix norm. We have

)\s,l 0 0 0 )\s,s 0 0 0
0 X, 0 0 0 N,0 0
A= ..
lAxex’ ool 0 0 :“:,1 0 0 0 M:s 0
- I3k
_0 0 0 ﬂg,l 0 0 O M-‘va_
Ao 0 0 0 Ngs 0 0 0
0 0 N, 0 0 0 A, O
Mo w0 o o w0 o0
™ !k
_0 o 0 u, 0 0 0 Fos |
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Ny O 0 o0 Ny O 0 0
0 M1 0 0 0 ,u:’S 0 0
Slfo 0o A, 0 0 0 A, O
E3 E3
_O 0 0 ol 0 0 0 Mg
Ne1 O “ Ay O 0
O 'u:,l 0 :s
“lfo Ay O A, O
A
that is, AKGB)\’,S,,LLGB,LL’”=||A)\,s,,u,®A)\’,s,,4.¢’||=max{”A)\,s,;L > A)\’,S,}LI”}' O

B. The inductive limits of normed spaces

Let X=2,.,X, be a linear space spanned by a family of linear subspaces (X,),. such that
each X, is a normed space with its norm |-|,. The space X turns out to be a polynormed'® (or
locally convex) space equipped with the inductive topology, the finest topology on X such that all
inclusions X, C X are continuous. A neighborhood filter base of X is given by the family of convex
hulls

U,=abc U {x, € X[lxll, < pat
ael

where p=(p,) . A runs over all positive families of real numbers in Rﬁ}. The Minkowski functional
of the neighborhood U, is denoted by @, that is, o,(x)=inf{t>0:7""x € U}, x € X. The following
lemma is due to Vasilescu.”*

Lemma 2.3: For each p=(py)aca € RY and x € X, we have

o, =inf{ S o= S }

ael aelF

where the greatest lower bound is taken over all finite expansions x=2 . px, with x, € X,.

Proof: First note that if r"'xe U, then t'x=3,_psx, With =,cps,=1, 5,=0 and ||x /|,
<p,, which, in turn, implies that x=2 gt x, and 2, pt,=t. Conversely, if x=2,_t,x, With
120, |x)la=<po then 'x=2, ps,x,€ U, with 2, ps,=1, 5,=0, where 1=2,_st, and s,
=t‘1ta, a € F. We derive that

o,(x) = inf{ D tgx= Dty =0,

aelF aelF

xa”a = p(l} *

Now take the quantity =, zp,'[valle for an expansion x==, . If 1,=p. Ve
=3 peplaXy With x,=1.'y, € X, and ||xJ|,=p,. Whence

{2 o= 3 } c { S tix= St

ael ael aelF ael

» @€ F, then x

Xollo < pa},

which implies that o,(x)< inf{Z e ppl olla: x== ge o} Take £>0. Then () +E>2,  pl,
with ngaeFtaxw xa”ozspa' Put yaztaxa' Then ngaera and EaEFp;]||ya||a=ZaEFp;]ta”xa”a
<2 erta<0,(x)+e. The rest is clear. O

Corollary 2.1: Let X=2,_)\X, and Y=2_,. Y, be inductive limits of normed spaces X, and
Y, aeA, respectively. The direct product topology in X XY is precisely the inductive limit
topology X XY=2, A X XY,

Proof: First note that all canonical inclusions X, XY ,C X XY are continuous with respect to
the direct product topology. Hence the inductive limit topology is finer than the direct product
topology. Conversely, let (V,p) be a seminormed space and let f:X XY —V be a linear mapping
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such that all restrictions fly xy :X,XY,—V are continuous. Then p(f(x,y)) < Cyl[lxl|o+ly[a),
(x,y) e X, XY, for some p0s1t1ve constants C,, a € A. Put p=(C;") . 5. Take (x,y) € XX Y and
£>0. Then Eacha”xa”a<U (x)+8 and EaeFCa||ya”a<o- (}’)"‘8 with x= Eaewa y= Eaerw
x,€X, v,€Y,, thanks to Lemma 2.3, where F is a finite subset in A. It follows that

Py < 2 p(fxeya) < 2 Callltalla+ Iyala) < o,(0) + 0,(y) + 2.
ael ael
Whence p(f(x,y)) <o,(x)+0,(y), (x,y) € XXY, which means that f:XXY—V is continuous
with respect to the direct product topology. Consequently, XX Y=%_,_,X,X 7Y, is the inductive
limit of the normed subspaces X, X Y,, ae A. O

C. The quantum duality

Let V and W be linear spaces. These spaces are said to be in duality if there is a pairing
(+,):VXW—C such that {{v, -):v € V} and {(- ,w):w € W} are separating families of functionals
on W and V, respectively. We briefly say that (V,W) is a dual pair. For instance, if V is a
polynormed space, then the spaces V and V' are in the canonical duality (x,f)=f(x), where V'
=C(V,C) is the space of all continuous linear functionals on V. The general case can also be
reduced to the just considered example if we endow V and W with the relevant weak topologies
o(V,W) and o(W,V), respectively. Namely, (V,o(V,W))'=W and (W,a(W,V))'=V. A
polynormed topology s in V is said to be compatible with the duality (V,W) if (V,s)'=W. The
least upper bound sup s of these topologies is called the Mackey topology and it is denoted by
7(V,W). The known (see, for instance, Ref. 18, Sec. 10.4.5) Arens—Mackey theorem asserts that
all polynormed topologies compatible with the duality (V, W) are arranged within the weak topol-
ogy o(V,W) and Mackey topology 7V, W), that is, s is compatible with the duality (V, W) if and
only if o(V,W)CsC oV, W).

The given pairing between V and W determines a quantum (or matrix) pairing

(o MM (V) X M(W) = My, (C0,w)) = [y w1 = w™ () =0 (w),

where v=[v;;] e M,,(V), w=[w] € M,(W), which are identified with the canonical linear map-
pings

U:WH Mm’ U()’) = [<Uij7y>]’ and W:VH an W(X) = [<wist>]a

respectively. Each M,,(V) [M,(W)] can be equipped with the polynormed topology induced from

v (W”z). The polynormed spaces M, (V) and M, (W) are also in the canonical duality determined
by the scalar pairing

(-0 M, (V) X My(W) = €, (0w = 2 (vgwy).

In particular, we have the relevant weak o(M,(V),M,(W)) and Mackey 7(M ,(V),M,(W)) topolo-
gies, respectively. Moreover, a(M,(V), M, (W))=a(V, W)"2 and «(M,(V),M,(W))=xV, W)”2 (see
Ref. 23, Secs. 4.4.2 and 4.4.3), where ()'(V,W)”2 and #(V,W "’ are the relevant direct product
topologies in V. In particular, if s is a polynormed topology in V compatible with the duality

(V,W), then the direct product s" is a polynormed topology in M, (V) compatible with the duality
(M, (V),M,(W)). Indeed, since o(V,W)CsC r(V,W), we derive that

(M, (V),M,(W)) = a(V,W)" C 5" C f(V,W)" = 1(M,(V),M,(W)),

which, in turn, implies that ¢ is compatible with the duality (M, (V),M,(W)), thanks to Arens—
Mackey theorem. Further, the bilinear mapping ((-,-)): VX M, (W) — M, determines all continu-
ous linear mappings ¢:V— M, that is, M,(W)=C(V,M,) with respect to any polynormed topol-
ogy in V compatible with the duality (V,W).
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Given a matrix set B in M(V) let us introduce its weak closure B~ as the matrix set (b)),
where b, indicates o(M,(V),M,(W))-closure of b,. We say that B is a weakly closed matrix set in
M(V) if and only if B-=B. The absolute matrix (or operator) polar B° in M(W) of a matrix set
B C M(V) is defined as the matrix set (b°) with b&={w e M,,(W):[(v,w))|<1,v € b,,s € N}. We
briefly write that

B ={w e M(W):sup|[(B,w))|| < 1}.

Similarly, it is defined the absolute matrix polar 9® C M(V) of a matrix set 9t C M(W).

Lemma 2.4: Let (V,W) be a dual pair and let B CM(V) be a matrix set. Then B° is an
absolutely matrix convex and weakly closed set in M(W), (amc B)°=8°, and NB)°=\""8° if
N € C\{0}. Moreover, (UycABa)®=N 4 nB for a family {B }ocn of matrix sets in M(V).

Proof: First, let us prove that b" is weakly closed. Put A, ={w € M,(W):||((v,w))||< 1} when-
ever v € b,. The mapping M,(W)— M,,, w—{v,w)), is weakly continuous. Indeed, each func-
tional M, (W)—C, w—(v;;,w,) being a composition M,(W)—W—C, w—w,—(v;,w,) of
weakly continuous mappings, turns out to be weakly continuous. In particular, A, is weakly
closed. However, b?zﬂsﬂvebsAv. Hence, b,? is weakly closed. Further, if w e b,gf and w' e b,,@,

then
[<w,w & w M| = Ko, w)) & (Co,w M = max{][w, wHL Ko, w DI} < 1
whenever v € b,. By its very definition, w®w’ € b>,, that is, bO®bSCbS, . If aeM,,, b

€ M, , are contractions and v € by, then

[Cw.awb)|=la @ 1v.w)b & 1]| < [lal K. whlllo] < 1.

that is, abgbg b,?. Consequently, B is an absolutely matrix convex and weakly closed set in
M(W). The equalities (AB)°=\""8° and (U, B,) =N, A B are directly derived from the
definition of the absolute matrix polar. It remains to prove that (amc 8)®=%B%. Since B Camc B,
it follows that (amc B)°CB®. Take we b?. Let us prove that we m,?, where 91=(m,,)
=amc B. If v em,, then v=2] q;b; is a matrix combination for some a; €M, . vi€by, b
€ M, , with Eiaiaf <1, Eib;kbi$ 1, thanks to Lemma 2.1. Then

b,
v=a(v,® - ®v,)b, wherea=[a, - aleM,, and b=|: |e M.,
by

where k=2 k;. It follows that

K. W)l =l a(v; & -+ @ v)bw)l=lla ® 1{v; ® - & v,wHb @ 1| < |ldl|[v.w) & -+

12
® (v whllol = laa*]"> max|(onwlllo*6]"> < | X aa

max|((w, )|

12
X =<1.

2 b'b;

Whence w e m?. So, b&=m? for all n. O
Corollary 2.2: If B=(b,) is a matrix set in M(V), then b1® coincides with the classical
absolute polar of by in W, that is, bY=b5={w e W:|[(v,w)|<1,v e b}.
Proof: It can be assumed that B is an absolutely matrix convex set thanks to Lemma 2.4.
Without any doubt, b¥ C b. Conversely, take w e b’. If v=[v;] € by, then for all unit column
vectors ¢, n e C* we have
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(oD =g lelm = S o)y 7= <2 ﬁivijgj,w> ~ (oL,
L.J LJ
However, *v{ e 5*b,{Cb,. It follows that

[K¢w, wi = sup{[((Co.wn el ml:ligl [zl < 13 < sup{|Gx.w)lx € b1} < T,

that is, w e b7 O
The classical bipolar theorem asserts that the double absolute polar S” of a subset SC V is the
smallest weakly closed absolutely convex set containing S. The quantum version of this result was
proved in Ref. 14 by Effros and Webster.
Theorem 2.1: Let (V, W) be a dual pair and let B be a matrix set in M(V). Then B°° is the
weak closure of amc *B.

D. The quantum spaces

Let p={B} be a filter base in M(V) of absorbing, absolutely matrix convex sets such that
Np={0}, which defines a (Hausdorff) polynormed (or locally convex) topology in M(V). We are
saying that (V,p) is a quantum space (or abstract local operator space) with its quantum topology
p. The terminology “guantum space” is due to Helemskii [Ref. 17, Sec. 1.7]. Note that the
quantum topology p in M(V) inherits a polynormed topology s=p|V in V, that is, V is a
polynormed space. A matrix set 0t C M (V) is said to be a matrix bounded set if it is bounded in
the polynormed space M(V) in the usual sense. A linear mapping ¢:(V,p)—(Y,q) between
quantum spaces is said to be a matrix continuous if ¢ :(M(V),p)— (M(Y),q) is a continuous
linear mapping of the relevant polynormed spaces. If ¢ is invertible and ¢! is matrix continuous
too, then we say that ¢ is a topological matrix isomorphism.

Equivalently, a quantum topology p={98} in M(V) can be defined in terms of the Minkowski
functionals pgy:M(V)—[0,00] of the absolutely matrix convex neighborhoods 9. In order to
characterize the Minkowski functionals of absolutely matrix convex sets in M(V) let us introduce
a matrix gauge (matrix seminorm) on V see Refs. 14, 13, and 25 and Ref. 17, Sec. 1.7. A mapping
p:M(V)—[0,] is said to be a matrix gauge if it possesses the following properties:

M1 p(v @ w)<max{p(v),p(w)}, M2 p(avb) < |lallp(v)||p
for all v,we M(V), a,be M. Put p"= p|Mn(V), n e N. Note that M2 implies that

m
PPy <p™w) < X pPy) (2.2)
ij=1
for any matrix v=[v;]eM,(V). Indeed, p(l)(v[j)=p(1)(s,»v87) $p(m)(v)=p("’)(28j<v[jsj) <3>pm
X(sfvijs ) $Ep(l)(v,-j), where g; are the canonical row matrices. Note also that

v 01|17,
P (v @ 0) < p"™(v) =P(m)<[1m O][O 0 ] [ 0 D =P o),

which means that (p") is a compatible family of gauges on M(V). If p and ¢ are matrix gauges
on V, then we write p<g whenever p"(v) <¢™(v) for all v e M,(V), n e N. It is a partial order
structure over all matrix gauges on V. The following assertion indicated in Ref. 14 plays an
important role.

Proposition 2.1: Let (V,W) be a dual pair. The correspondence p—>ball p is a one-to-one
mapping between the matrix gauges on V whose unit sets are weakly closed, and the matrix sets
in M(V) which are absolutely matrix convex and weakly closed.

Proof: Assume that p is a matrix gauge with its weakly closed unit set B=ball p. Take
v,weB. Then plvdw)<max{p(),pw)}<1, that is, v®&weB. Similarly, p(awb)
<|la|lp(w)||b|]|<1 whenever a,b € ball M, and w € B. Hence, awb € B. Thus, B is an absolutely
matrix convex set.
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Conversely, assume that ‘B is a weakly closed, absolutely matrix convex set in M(V). Accord-
ing to Remark 2.1, 9B is an absolutely convex set in M(V), so its Minkowski functional p(v)
=inf{r>0:7"'v € B} is a gauge on M(V). Let us prove that p(v & w) <max{p(v),p(w)}. One may
assume that p(w)<p(v) <. Take €>0 and >0 with p(w)<p(v)<t<p(v)+e. Since B is
absolutely convex, it follows that 'w, v € B. Moreover, (v ®w) € B OB CYB, which, in
turn, implies that p(v ®w)<r<p(v)+e. Consequently, p(v ®w)<p(v)=max{p(v),p(w)}. Fur-
ther, take >0 with p(w)<t<p(w)+e and t"'weB. If a,b e M are nontrivial matrices, then
t"lawb € a®b C|al|lb](lal™a)B([6]'5) C |all|p[B. Tt follows that p(awb) <||al|[blls<]|al|(p(w)
+¢)||b|. We derive that p(awb) < ||a|[p(w)||b||. Thus, we have both M1 and M2 properties, that is,
p is a matrix gauge on V. Moreover, B=ball p. Indeed, if p(w)=1, then w,=(1+&)"'w € B for
any £>0, and w=lim,_,, w, € B~=*B, for B is weakly closed.

Finally, we have to prove that if p is a matrix gauge on V with its weakly closed unit set ‘B,
and pg is the Minkowski functional of B, then p=pg. Note that p(w)=1p(v), >0, v e M(V),
thanks to M2. For >0 there corresponds ¢ such that 0<t<pg(v)+e and r"'v € B. Then p(v)
<t, that is, p<pg. Conversely, if p(v)=0, then "'v € B for all t>0, that is, py(v)=0. If 0
<p(v) <o, then py(v)<p(v)ps(p(v)~'v) <p(v), that is, p=<py. The rest is clear. O

Now let (V,p) be a quantum space with its quantum topology p={%8} in M(V). It can be
assumed that all B from p are closed. In particular, all B are absorbing, weakly closed [with
respect to the dual pair (V,V’)] and absolutely matrix convex sets. Using Proposition 2.1, we
derive that the quantum topology can be defined by means of a (separated and saturated) family of
matrix seminorms p={p}. In particular, each matrix space M, (V) turns into a polynormed space
with its defining family of seminorms {p"}, which is just the direct-product topology inherited by
means of the canonical identifications Mn(V)=V”2 [see (2.2)]. Therefore, each M, (V) is a closed
subspace in M(V).

When we deal with a single matrix norm, then V is called a quantum normed (or abstract
operator) space. The space B(H) of all bounded linear operators on a Hilbert space is an example
of a quantum normed space. In this case M,(B(H))=B(H") for all n e N, and ||-[|=(||-||5zm) is a
matrix norm on B(H). In particular, each subspace of B(H) is a quantum normed space called an
operator space. A linear mapping ¢:(V,]|-||) — (W,]|-||) between quantum normed spaces is said to
be a matrix isometry if || (v)|=(jv]| for all v € M(V).

Let (V,W) be a dual pair and let B be a matrix set in M(V). We define the mapping
g :M(W)—[0,] as

gu(w) =sup[(B,wh, w e MW). (23)

It can easily be verified that g is a matrix gauge on W called the dual gauge of 5. If B =ball p

is the unit set of a matrix gauge p on V, then gy is called the dual gauge of p and it is denoted by
0]

p~. Thus,

p®(w) = sup|[((ball p,w))|

for all w e M(W).
Corollary 2.3: If B is a matrix set in M(V) and qy its dual gauge, then qy is the Minkowski
functional of the absolute matrix polar B® in M(W). In particular,

ball p© = (ball p)©.

Proof: By Lemma 2.4, the matrix polar 8 is an absolutely matrix convex and weakly closed
set in M(W). Therefore, it suffices to prove that B°={gy =<1}, thanks to Proposition 2.1. How-
ever, the latter equality directly follows from the definition of B°. (]

The space of all matrix continuous linear mappings V— Y between quantum spaces is denoted
by MC(V,Y), whereas C(V,Y) denotes the space of all continuous linear mappings V— Y between
the relevant polynormed spaces. If V and Y are quantum normed spaces, then MC(V,Y) is
reduced to the quantum normed space MB(V,Y) of all matrix (or completely) bounded linear
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operators T:V—Y equipped with the matrix norm |7],,=sup{]|7"||:n € N}. The notations
CB(V,Y) and ||T]|,;, can also be used (see Ref. 13) instead of MB(V,Y) and |/T{|,,, respectively. It
was proved in Ref. 14 (Lemma 5.2) that

MC(V,M,)=C(V,M,), neN (2.4)

for a quantum space V. Namely, if ¢ € C(V,M,) with || (v)| <cp™(v), v e M, (V), for some
positive constant ¢ and a continuous matrix seminorm p on V, then [ (v)|| <cp(v), v e M(V).
In particular, V' =C(V,C)=MC(V,C). Furthermore,

M, (V') =C(V.M,) = MC(V.M,), (2.5)

where the first identification is given by the rule [f;;](v)=[f;;(v)], v € V, for each matrix [f;;]
eM, (V).

Finally, let V=X ,.,V, be a linear space, which is spanned by a family of linear subspaces
(V) wea such that each V, is a quantum normed space. Then V being an inductive limit of the
quantum normed spaces V,, ae A, turns out to be a quantum space. The relevant quantum
topology on V is the finest quantum topology such that all inclusions V,C V are matrix continu-
ous, that is, M(V)=2,.,M(V,). In this case we write V=0p2,.V, or V=oplim_{V, }. If V=
® AV, 1s an algebraic direct sum of the quantum normed spaces, then we write V=0p® ,.,V, t0
indicate the quantum (or local operator) direct sum of the quantum normed spaces, thus M(V)=
@4 aAM(V,). More detailed discussion of the inductive quantum topologies will be done in Sec.
1.

E. The min and max quantizations

Now let (V,s) be a polynormed space. By a quantization of V we mean a quantum space
structure (V,p) on V such that p|V=s. There is a scale of possible quantizations of a polynormed
space (V,s), namely, the min and max quantizations (see Ref. 25), that we recall in this subsection.

Consider the dual pair (V,V’) and let b be a o(V,V’)-closed, absolutely convex set in the
polynormed space (V,s). The set b can be thought as a matrix set b=(b,) in M(V) with b;=b and
b,={0} if n>1. Let us define (see Ref. 14, Sec. IV) the minimal envelope 6 CM(V) of b by
putting 6=6%“. On the grounds of Bipolar Theorem 2.1, we conclude that b is the weak closure
of the set amc b. Using Lemma 2.1, infer that

amcb= U a(b® --- ®b)b.
a,beball M

The maximal envelope b C M(V) of b is defined as the absolute matrix polar (6°)° [in M(V)] of the
classical polar b°C V'. As above, b° is considered to be a matrix set in M(V’).

Now assume that 8B =(b,,) is a weakly closed, absolutely matrix convex set in M(V) such that
b;=0. Then

bCBCh. (2.6)

Indeed, b C B as the matrix sets in M(V) (see Remark 2.1), which, in turn, implies that bQQ BO
in M(V’). Using bipolar Theorem 2.1, we derive that B=B°°2Db“®=p. Further, b?:bi:ff
thanks to Corollary 2.2. It follows that b°C B® as the matrix sets in M(V"’). Using again bipolar
Theorem 2.1, infer that B=58°°C (b°)°=b.

Further, 8 is the unit set of a certain matrix gauge p on V, thanks to Proposition 2.1. In
particular, b=ball 7, where 7=p'! is a gauge on V or the Minkowski functional of b. Appealing
again Proposition 2.1, we conclude that b and b are unit sets of the uniquely defined matrix gauges
7 and 7, respectively. For each re N we denote by C,(V,M,) the set of all continuous
ar-contractive linear mappings w:V— M,, that is,
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Co(V.M,) ={w € M (V'):7'(w) = sup|[((b,w))| < 1}.

Thus, b®=(C(V,M,)CM(V'). In particular, C(V,C)=b"CV'. Further, ballp®=5°
=(b9) CM(V') and b?=MBp(V,M ) CM (V') is the set of all continuous matrix p-contractive
linear mappings w:V— M, that is,

MB,(V.M,) ={w € M,(V"):p®(w) = sup|[((B.w)l| < 1}

(see Sec. II D). The following assertion demonstrates the scale of all possible quantizations of the
gauge 7 (see Ref. 14).

Proposition 2.2: Let p be a matrix gauge on V with its weakly closed unit set B, and T
— (1)
=p'". Then

7(v) = sup|[{(v.C.(V.ON] < p(v) = sup|{{v, MB,(V.M )| < 7(v) = sup|[{((v.C.(V.M )

for all v e M(V). In particular; if p and q are matrix gauges with their weakly closed unit sets in
M(V), then

p=<gq iff MB,(V,M,) C MB,(V.M,), reN.

Proof: First note that b CB C b, thanks to (2.6). Then we have 7= p=< 7 for the Minkowski
functionals (Proposition 2.1). Take a matrix v e M(V). Since b=b%%, it follows that 7(v)
=sup|[{((v,b®))||, thanks to Corollary 2.3. However, b®=((b®),) is a matrix set with

(69),={w e M, (V):sup|((b,w)]| < 1} ={w e M(V'):7"(w) < 1} =C(V.M,),
that is, 7(v)=sup{|[{((v,C(V,M,)))||:r € N}. Similarly, using Corollary 2.3, we derive that

(v) = sup{|[{v, (B) W:r € N} = sup|[({v, b°)|| = sup||({v,C.(V,C))).

Finally, B=38% due to bipolar Theorem 2.1. Using Corollary 2.3 again, we deduce that p(v)
=sup|[{({v,B))|. However,

6 = fw & M,(V):supl{(B )| = 1= € M,(V'):p®(w) = 1} = MB,(V.M,).
that is, p(v) =sup{|[((v, MB,(V,M,)))||:r € N}. Finally, observe that

C.(V,0) =Cn(V,C) = MB,(V,0) C MB,(V,M,) C C,or(V,M,) =C.(V,M,)

for all r [see (2.5)]. O

A matrix seminorm p on a polynormed space V is said to be continuous if each p"™: M, (V)
—( is a continuous mapping with respect to the direct product topology in M, (V).

Corollary 2.4: If p is a continuous matrix seminorm on a polynormed space V and w=p"V,
then both  and 7 are continuous matrix seminorms on V such that 7V ==,

Proof: Since p is a continuous matrix seminorm on V and o(M,(V),M,(V'))=0(V, V’)”z, it
follows that its unit set B is a weakly closed, absolutely matrix convex set in M(V). By Propo-
sition 2.2, 7 and 7 are matrix gauges and #<p=< . In particular, 77 is a continuous matrix
seminorm. If v=[v;;] € M, (V), then

n n

() = sup|[((v.Co(V.M D) = X supll(vy CoV.MI = X wlvyy) < o,
r ij=1 T ij=1
that is, 77 is a continuous seminorm on M, (V).
Finally, take v € V with 7(v) # 0. By Hahn-Banach theorem, [(v,w)|=m(v) for a certain w
e V' such that [(x,w)|<m(x), xe V. The latter means that w e C,(V,C). In particular, m(v)
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=7V(v). If weC,(V,M,), then |[{({x,w))||=[w(x)|<m(x) for all x € V. By Proposition 2.2, 7'V
X (v)=sup,||((v,C(V,M,))||< m(v). Thus, 7V (v)=m(v)=7"V(v). O

If 7 runs over all defining seminorms on V, we obtain the quantum spaces (V,{7}) and
(V,{7}) denoted by min V and max V, respectively. If s is the polynormed topology in V, then we
use the notations mins and maxs for the relevant quantum topologies in M(V). Thus,
min s Cp Cmax s for each quantization p of s. In particular, we have the sequence of matrix
continuous linear mappings

max V— (V,p) — min V,

where both arrows are the identity operators. If V is a normed space (or quantum normed space)
with the norm 7r=||-||, then we use the denotations |-||;yin= 7 and |- |[nax= 7. By Proposition 2.2, we
conclude that

lo/lwin = supll((v.ball VN < ol < [ollmax = sup{lCw MLV — M|l < Lre N} (2.7)

(see Ref. 13, sec. III C).
Corollary 2.5: Let V be a quantum space and let E be a polynormed space. Then

MC(V,min E)=C(V,E) and MC(max E,V)=C(E,V).

In particular, if ¢: E— F is a continuous linear mapping between polynormed spaces E and F, and
T =<0 for some continuous seminorms 1 and o on F and E, respectively, then - o*<G and
7_T~<p(°°)< o, which, in turn, implies that

MC(min E,min F) =C(E,F) = MC(max E,max F).

Proof: Take ¢ € C(V,E) and let {7} be a defining family of seminorms on E. For each 7 there
corresponds a continuous matrix seminorm ¢ on V such that 7-e<g". If we C_(E,C), then
()| < m(e(v))<q¢"(v), veV. Since w-@e V', we conclude that [|(w- )™ (v)|<qv), v
€ M(V), thanks to (2.4). Using Proposition 2.2, we derive that

(@(v) = supl[ (). CoV.ONI| = sup{l(w - ) ()]:w € Co(V.C)} < g(v)

for all v e M(V), that is, 7 ¢ =<g. It follows that ¢ € MC(V,min E).

Now take ¢ e C(E, V) and let p be a continuous matrix seminorm on V. Then p'"- o< 7 for a
certain continuous seminorm 7 on E. Let us prove that p-¢*)<a. First note that if w
e MB,(V,M,), that is, pP(w)=<1, then w-¢ € C(E,M,). Indeed,

7°(w - @) = sup{w(e®))|:m(v) < 1} < sup{|[{e@),wh]:pV(@(v)) < 1} < sup{[[u, w)|[:pV(w)
< 1} < sup{[uw.w)):p(w) < L.u € M(V)}=p®(w) < 1.
Further, take x € M(E). Using Proposition 2.2, we derive that

(@ (x) = supl( ™ (x), MB,(V.MIN| = sup{[[(w - @)D @)[:w € MB,(V,M,)} < sup{[lu™

X()|:u € CAEM,)}=7(x),

that is, p-¢™”<wm and @eMC(maxE,V). In particular, C(E,F)=C(minE,F)
=MC(min E,min F) and C(E,F)=C(E,max F)=MC(max E,max F) for polynormed spaces E
and F.

Finally, assume that ¢:E— F is a continuous linear mapping, and 7 ¢ =< o for some continu-
ous seminorms 7 and o on F and E, respectively. Using Corollary 2.4, we derive that - ¢
<!, which, in turn, implies that 7 ¢*)<&. On the same grounds, 7" <o implies that
L QD(OO) <g. O

Corollary 2.6: Let F be a polynormed space with its subspace ECF. If  is a continuous
seminorm on F, then
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ﬁ|M(E)=7T_|E and 7_7'|M(E)< |E

Moreover; if there is a continuous projection P:F—F onto E, and ml|g-P<o for a certain
continuous seminorm o on F, then

7_7|M(E) < |E< Q-|M(E)‘

In particular, Tl M(E)=_T|g, whenever g P<m.

Proof: Applying Corollary 2.5 to the canonical embedding ¢:E—F, we conclude that
e < 7g and 7y < 7|z Furthermore, ;- P*)<g whenever there is a projection P:F
—E and 7|g-P<o for a certain continuous seminorm o on F. It follows that |z P
<(_T'P(OO) or L|E< g|M(E)' o o

It remains to prove that |y k= mg. If weC .y (E,C), then w=ulg for a certain u
e C(F,C), thanks to Hahn—-Banach theorem. Using Proposition 2.2, infer that

“a15(v) = sup{|wP©)|:w € C o (E,C)} < sup{|u®®)|:u e C(F,C)} = |y (V)

g

for all v e M(E), that is, 7|z=< |yp)- O

Corollary 2.7: Let F be polynormed space with its subspace EC F. Then min EC min F as the
quantum spaces. Moreover, if E is the range of a continuous projection on F, then max EC max F
as the quantum spaces. In particular, if F is a normed space and E is the range of a contractive
projection on F, then min EC min F and max ECmax F up to the canonical matrix isometries.

Proof: It suffices to use Corollary 2.6. O

If V is a nuclear polynormed space, then it admits precisely one quantization. Namely, the
following assertion was proved in Ref. 13, Theorem 7.3.

Theorem 2.2: Let V be a nuclear polynormed space. Then max V=min V, that is, the matrix
seminorms {w} and {7} on M(V) are equivalent.

Similar result for the weak topology was proved in Ref. 9.

Theorem 2.3: Let (V,W) be a dual pair of linear spaces. Then the weak topology o(V,W)
admits precisely one quantization called the weak quantum topology and denoted by s(V,W).
Thus,

max o(V,W)=min o(V,W) =s(V,W).

The weak quantum topology s(V, W) can be defined in terms of the explicitly written matrix
seminorms. Namely, for each w € M(W) we put p,,(v)=[{v,w))|, v € M(V). As in the proof of
Lemma 2.4, one can easily verify that p,, is a matrix seminorm. The family {p,,:w e M(W)} of
matrix seminorms defines the weak quantum topology s(V,W).

lll. THE INDUCTIVE LIMITS OF QUANTUM NORMED SPACES

In this section we propose a family of matrix seminorms that determines the quantum topol-
ogy of an inductive limit of quantum normed spaces.

A. The quantizations over a normed space class

We shall use various quantizations over all Hilbert spaces to realize a quantum domain as a
quantum space. Therefore, it is convenient to postulate a quantization over a class of normed
spaces.

Fix a certain class 91 of normed spaces. We assume that if the direct sum N @ K belongs to 91
for some normed spaces N,K € )1, then it is equipped with a norm defining the direct product
topology such that both canonical projections N& K— N and N®K— K and injections N—N
@K and K— N@K are contractions. In particular, if H=N® K € 0t is a Hilbert space for some
N,K e, then N®K is the orthogonal sum of the Hilbert space N and K. Indeed, the projection
P e B(H) onto N along K is a contraction. Then P is the orthoprojection onto N and K=N" (Ref.
18, Sec. 6.2.10), that is, H is the Hilbert space sum of N and K.
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By a quantization q over the class Mt we mean a correspondence N— N, that converts each
normed space N from 9 into a quantum normed space N, (with the same underline normed space
N) such that all canonical injections and projections associated with a possible direct sum N @ K in
I are matrix contractions, that is, we have a diagram of the canonical matrix contractions

Nq Nq
N /!
(N & K),
/! N
K‘I Kq

In particular, all canonical injections into (N & K), are matrix isometries.

So are the min and max quantizations over all normed spaces as follows from Corollaries 2.7
and 2.6. The other examples can be delivered by the column quantization ¢ (row quantization r)
over the class of all Hilbert spaces, which converts each Hilbert space H into the column Hilbert
operator space H, (row Hilbert space H,) (Ref. 13, Sec. III D). Let us recall these constructions
briefly. If {=[{;;] € M,,, ,(H), then it can be written as the matrices

o
(=[¢ -+ 4] and {=|:
g(m)

of columns and rows, respectively. So, {;=({;;) € H" and {YV'=({ ) € H" for all i, j. Consider the

matrices [({;, {)ym] € M, and [({?, ()] € M,,,. The matrix norms [|{]|. and [|¢], are defined (see
Ref. 13, Sec. III D) by the following ways:

Iefle =10 &Il and = ICE7, Pyl (3.1)

In particular, if :Eﬁﬂa(")@eh e M,(H) for some o) € M, and orthonormal vectors {e,} C H,
then (see Ref. 13, Sec. III D)

oV

lefle=| : and ¢, =l -+ o],

o)

Now if KC H is a Hilbert space inclusion, then K.C H,. and K,C H, are quantum normed space
inclusions as follows from (3.1). Further, B(H,K)=MB(H,,K,) up to the natural matrix isometry,
thanks to Ref. 13, Theorem 3.4.1. In particular, if P € B(H,K) is the projection onto K, then
|P||<1, which, in turn, implies that P e ball MB(H,,K,). Similarly, the conjugate mapping
implements the matrix isometry B(K*,H*)=MB(H,,K,), thanks to Ref. 13, Proposition 3.4.2. It
follows that ||P:H,— K,|,.,=|P*||=|/P|[<1. Whence ¢ and r are quantizations over all Hilbert
spaces.

Now let V=& ,.5V, be a polynormed direct sum of normed spaces {V,: ¢ e E} from a certain
class 91. We denote the set of all finite subsets of = by A, and assume that each finite direct sum
V,=®,.,V, belongs to the class 9, where @ e A. Tt is well known (Ref. 23, Sec. 2.6) that V
=2 ,cAVa=U,ecaV, is the inductive limit of the upward filtered family {V,:« € A} of normed
spaces, that is, V=1im_{V,:a € A}. If ¢ is a quantization over the class 91, then we put

Vq =0p O Vb,q

LES

to indicate the quantum (or local operator) direct sum of the quantum normed spaces V, ,, ¢t € E.
Recall that V, is equipped with the finest quantum topology such that all inclusions V, ,—V, are
matrix continuous.

Proposition 3.1: Let q be a quantization over a normed space class N. If V=® .=V, is a
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direct sum of normed spaces {V,:ve B} from the class M and all V,e N, a € A, then

Vy=op &V, ,=oplim{V, a e A},
LEZ —

where A is the set of all finite subset of 2 and V,=®,.,V,.

Proof: Let W=oplim_{V,,:a e A} be a quantum space. Since each canonical embedding
V. 4=Viy,,— W is matrix continuous, it follow that the quantum topology in V,, is finer than the
quantum topology of W. To prove the reverse statement it suffices to observe that any linear
mapping f:V,,—X into a quantum space X whose restrictions f,:V,,—X, ¢ € a, are matrix
continuous is automatically matrix continuous. If p is a continuous matrix seminorm on X, then
p(/A v)<CJ, ll.g» v, € M(V,,) for some positive real C,, LE a, where [|-||,, is the matrix norm
on V,,. Take v eMn(Va,q) ®,caM,(V,,). Then v= EBLE,JP )(v), where each P,:V,—V,is the
canonical (contractive) projection onto V,. By assumption, V, can be equipped by any norm such
that all canonical projections are contractions. Since ¢ is a quantization over the class 1, it follows
that V,,CV,, up to a matrix isometry and P, e ball MB(V,, ), t € a. Then

p(f) < 2 p(f PP ) = X p(A7 PP () < X PP W)y = 2 CIIPP )]0y

Lea Lea Lea Lea
< Collollag-
where C,=2,_,C,. Consequently, f:V, ,— X is matrix continuous. Thereby, W=V, O

Corollary 3.1: Let X be a quantum normed space and let V=®,.5V,CX be a subspace
spanned as a direct sum by some subspaces V,CX, v€ E. Then all spaces V,=®,.,V, aeA,
being subspaces of X turn into the quantum normed spaces. If all canonical projections V,,
— Vg, BCa, a,B e A, are matrix contractions, then

op & V,= ophm{V i e A},
Proof: Let 91={V,:a € A} be a class of normed spaces. Since all these spaces are subspaces
of a quantum normed space X and all canonical projections are matrix contractions, we have a
quantization g over the class 9t which assigns to each V, the same space but as a quantum
(normed) subspace of X denoted by V,, .. It remains to apply Proposition 3.1. (]

B. The matrix seminorms on the quantum inductive limit

Let V=X,.,V, be a linear space which is spanned by a family of its linear subspaces
{V,: @ e A} such that each V,, is a quantum normed space, whose matrix norm is denoted by ||-|,,.
Then V being an inductive limit of the quantum normed spaces V,, @€ A, turns out to be a
quantum space. For each p=(p,)qcr € RY, we put

B,=amc U p, ball M(V,),
ae A
which is a matrix set in M(V).
Lemma 3.1: The family {B,:p € Rf} is a neighborhood filter base for the inductive quantum
topology in M(V). Moreover,

s s

B, = Exua,u,Exp,x \lvaeballM(V)E,u, =1,
i=1
where N\;, u; € M, and )\p,—pgl/z)\l, ,up,—p;l/z,u,l
Proof First note B, consists of matrix combinations =3 saub, withvg e Pa, ball M(V, ) and
Eaa =1, Eb b,<1, thanks to Lemma 2.1. Then v= EEYepagv b, with v, epaball M(V )
whenever s eF If we=8,crv,eM(V,) then [w,ll, —maxAEFHU Jlo, < P Moreover,
EseFiaxvsbs=aiwaib,- with
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It follows that v=Xaw abis Wa epaball MV, ) and Eaa —E EveFa a <1, Zb b;
== EJEFb by=<1. It remains to put v, —pa Wa N p”za and u;= b Conversely, each 1nd1-
cated sum belongs to B, for the latter set is absolutely matrix convex.

Further, note that EB is an absorbing set in M(V). Indeed, if x=23_,x,. eM(V) with x,,
e M(V,)\{0}, and \i= ,u—s‘“251/2||x ||1/2, then s™'dv=2 N x|, xa,u,e‘B whenever 0< &
! Thus {8 speR } 1sa ne1ghb0rhood filter base of a certain quantum topology in

= mlntpa ||)C
M(V), say t

Since pyball M(V,) CB,NM(V,) for all , it follows that all inclusions V,C (V,t) are ma-
trix continuous. In particular, the inductive quantum topology in M (V) is finer than t. Conversely,
if 2 is an absolutely matrix convex neighborhood in M(V) with respect to the inductive quantum
topology then S ball M(V,)CANM(V,) for some positive &, aeA. Hence,
U,6,ball M(V,) CA, which, in turn, implies that B,C 2 by its very definition. Thus, t is the
inductive quantum topology. O

Remark 3.1: Note that the polynormed sum M(V)=2 ,.\M(V,) has a neighborhood filter base
given by the family of absolutely convex hulls abcU . ypyball M(V,), p=(po)acr € R2. In par-
ticular, the inductive quantum topology is coarser than the classical inductive polynormed topol-
ogy in M(V) (see Remark 2.1).

Corollary 3.2: Let q be a quantization over a normed space class N. If V=& .=V, is a direct
sum of normed spaces {V,:ve B} from the class N and all V,eN, aec A, then any matrix
bounded set in the quantum space V, is contained in a certain M(V,,) and it is matrix bounded
there.

Proof: Let M be a matrix bounded set in M(V,). Note that M(V,)=&,.=M(V,,) is an alge-
braic direct sum equipped with the inductive quantum topology. Let us prove that there is a finite
subset a C 2 such that Qf:c)(ﬂﬁ) =0 for all k ¢ a, and Q(Lx)(é)ﬁ) is matrix bounded in M(V, ) for all
t€ a, where Q,:V—V is the canonical projection onto V,. If that is not the case then there is a
sequence {v™} in 9N such that v(") OC)(v M) #0, n e N for infinitely many different indices {x,}

in 5. Take peRZ with P, <||n‘1 2 ||K neN. If n”'v™eB, for some n, then n~'v™

=3 ,aup b, with v, e pball M(V) and X a a <1,3 b b,=<1, thanks to Lemma 3.1. Since we deal
with the direct sum, we conclude that n~ E()—a x,U nb K, It follows that

172 1/2

Ea Ebb

"0, < lag Mo Jlo Mo | < pi laa 12116 b, 12 < o,

<Px,>

a contradiction. Hence, ‘B CM (Vaq) for some aeA. Finally, taking into account that
B,NM(V,)= prall M(V), te B, we. conclude that all projections Q, are matrix continuous. In
part1cular Q (zm) is matrix bounded in M(V,,) for all 1€ a. O
The M1nk0wsk1 functional p, of the ne1ghborhood B, (see Proposition 2.1) is a matrix
seminorm on M(V), and the fam1ly {ppipeR } isa deﬁn1ng family of matrix seminorms on V.
Each expansion v=2_ |\, Va i €M 2(V) indicated in Lemma 3.1 associates the matrix tuples

N s

AN=(\p,...,\y) € HM,,J(’_, w=(y, ... () € HMkl-,n
i=1 i=1

and the following matrix (see Sec. II C)
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A et 00 e Oy (3.2)
= | e My, .
N.p.p 0 ,U«* 0 'U“:,s 2n,2k
where N, ;= pal/z)\,, Mpi= pa ,u,, and k=27_k;.
Proposztlon 32:Ifpe ]R and v e M(V), then

s
po(v)"?=infy |4, , )0 = > NV pis  Nipi € M, v, € ball Mi(V,)
i=1

Proof: By its very definition pp(v)—rnf{t>0 rlve % - By Lemma 3.1, we have p,(v)
=inf{r>0:0=2_ |\, U Mis 2o N )\ =<1,2% 1,u ,upl\t} Therefore Pplv)
=inf{A, , ;0= |\ va,u,,| va||a < 1} where A)\ ; #—maX{HZ ,up,[||}. However,

K * K

Npihes 0 Na 0 ][n 0 Npi O
> . D I | e P
i=1 0 Mp iMp,l i=1 ’u’p,i ’up,i ’Mp,i

that is, A, ,=[lAy ,,I*- The rest is clear O
Corollary 3.3: preJR then p —0' (see Sec. Il B). In particular, for each n the family
{p pe lRA} on M, (V) determines the mductlve polynormed topology M,(V)=2,caAM,(V,).
Proof: Take v eV. By Lemma 2.3, 0,(v)=inf{Z,cpp, [V allo:v=4crv,}. Calculate the
norm of the matrix (3.2) associated with the expansion v= E=l||va[_||”2(||val_|| v lva)? v
e V, \{0}. In this case )\lﬁ,,,-:,lu,l[,,,:||v,,li||”2p;i”2 for all i. Then

H ”Ua”l/z —1/2 0

0 [ve)

2

bl

Ak,v,,u =

a;

2

Nt 0 N 0

_O 'u’p,l 0 /J’p,s

s
S pillo S
i=1 _
- s = il
B i=1
0 S o7llo
i=1

||A)\,p,u||2 =

|1/2 -2

In particular, p, Do)<o ,(v), thanks to Proposmon 3.2. Conversely, take £>0 and an expansion
U= NV M With Ni eMlk, v, €ballM; (V,) and p; e M, such that ||A}\pﬂ||2<p(1)(v)+s
Then

s s s s
_ - 1
a,(0) = 2 pl Nl = 21 Py INillo ool < Zl N M2 il < 52} N > + Nl
i= i= i=

i=1

s s A )
< max X [\, AP ¢ =maxy > )\p’i)\:’i,E ,u,:’[,upj
i=1 i=1 i=1 i=1

E )\p,i)\; i

B ; N 1 KRS M

%
0 > K it
=1

”A)\ p,u||2 < p(])(v) te.

Consequently, o,(v) < p( )(v)

As we have observed in Sec. II D, the polynormed topology on M,(V) associated with
{pgﬂ pe RA} is just the direct product topology in V", where V is equipped with the defining
family {p(l) p € R} of seminorms [see (2.2)]. As we have just proved the latter family determines
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the original inductive polynormed topology generated by {Up: pe Rf} It remains to use Corollary
2.1. (]
It can independently be proved that the seminorms given as in Proposition 3.2 are matrix
seminorms on V. Namely, the following assertion is valid.
Proposition 3.3: Let p e R and for each v e M(V) define

s
Qp(v) =inf ||A)\,p,,u.||2:v = E )\ivailu‘i? )\iuu‘i € M9 Ua[ € ball M(Vai)
i=1
Then 4, is a matrix seminorm on V.
Proof: First note that g,(rv)=rq,(v) for each positive real » and v € M (V) Take an expansion
rv= El NV With Njue M, v, eball M(V,). Then v=2% Nv,u; with N =N, ul

-12 ~1/2y _ 172 ~12 2
Mis and N, i= Pa, N=r )\pl, ,up, Po, Hi=T M,,; for all i. Moreover

! !

A _ 12 Aot 0 ,_,)\Pvf 0 = 2y

N — r 0 E3 0 rx | =T N.p.u'
p.l Mos

In particular, qp(rv)=inf{||r1/2A}\/’p’#f||2:U=Ef=1)\{vaiui’}=rqp(v).

Now take nonzero matrices aeM,,,, veM,(V) and beM,,, and prove that g,(avb)
<llallg,)|[b]. Since g, (avb)=|allg,(|a]~" , one may assume that ||a||=||b||=1. Take an
expansion v=2} | Nv,u; with ||A)\YPYM||2<q;")(v)+s. Then avb=2; Nv,u; with N\/=a\; and

=u;b. It follows that

)\[;,l 0 ‘“)\;,s 0 _ a 0 )\p,l 0 ‘”)\p,s 0

0 u* 0 W 0 o]0 m, 0 pm,
<Ay pul* < q,(0) +e.

p,1 .S
that is, g,(avb) < gq,(v). So, we have the property M2 (see Sec. Il D).
It remains to prove the property M1, that is, qp(v ©w) <max{g,(v),q,(w)}. Take expansions
V=S NV phis Vg € ballM (V,), and w=i_ Nwo pj, wo ballM,(V,) such that [y, [
<qp(v)+s and ||A)\, P <qp(w)+s Then v ®w= ES Ny, ,ul is the same type expansion with

” )\i 0 vai 0 ” M 0
A= |l eM, u,= , | ebal M(V,,), wi= | em.
O )\i l O w i 0 o

ai i

2 2

gplavb) <

¥

Hence the matrix (3.2) associated with the latter expansion of v @ w is just Am)\,,p#@#/ (see Sec.
IIA). Using Lemma 22, infer that g,(v@w)<|Ayor e *=max{|A,,, ol
<max{qp(v) q,(w)}+e, that is, g,(v ®w)<max{g,(v), qp(w)} In particular (see Ref 13, Sec.
2.3.6), all q, ™) are seminorms on M, (V), respectively. O

C. The linear space MC,(V, W)

Now assume that V=X ,_,V, and W=X ,_, W, are inductive limits of the quantum normed
spaces V, and W,, respectively. We introduce the following subspace

MCA\(V, W) ={T € MC(V,W):T(V,) CW,, acA}

in the space MC(V,W) of all matrix continuous linear mappings acting from V into W. By
Proposition 3.2, we have the family of matrix seminorms {p,:p € RA } on V defining its quantum
topology. For the same family on W, we use the notation {g,:p € R }

Proposition 3.4: Let T:V—W be a linear mapping such that T(V,)CW, and T|V,
e MB(V,,W,) for all € A. Then T € MC,(V,W).

Proof: Fix peRY. Consider 0=(6,),ca € RY with 6,=p,| TIV,|} if T|V,#0, and 6, is
arbitrary otherwise. Take v e M, (V) and consider its expansion v=%} \Nv,p; for some A
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€M, Vg eballe (Vo). i€ My, 1<i<s. Then T"()=3_ N T8 (v, =2 N WaM, with
N =N\ a*”z =5, 24, and w, —5 T4, ) if T%(v,)#0, where 5 —||T(")(v Mo 16 7%
><(v )= 0, then we put W, =0 and )\’ =\, b“lh '—,u,,é“”2 with 8, =p 0 Note that (paé )‘
=0, [T%, )||a<p;||7<’< MV, )||<pa1||T|V =6, if T)(v,) #0. Consequently, p,, 8,
=0, forall i, |<i<s. Con51der the tuple ce RA with &;=p, o, for all i. Using Proposition 3 2
and Lemma 2.2, we deduce that q(" (T"W(v)) < ||A>\, o PF=lA #||2< [Ax.,./*. Using again Propo-
sition 3.2, we conclude that q (T(")(v)) < p( )(v) that is, 7 is matrix continuous (see also Propo-
sition 3.3). Hence, T € MCA(V w). O

D. The direct quantum families

Let V=3 ,.,V, be an inductive limit of quantum normed spaces V,, @ € A. Put a=< B when-
ever V,C Vg, a,BeA. In particular, A is a partially ordered set. We say that {V,:ae A} is a
direct quantum family if A is an upward filtered and V,C Vg is a quantum normed space (or
matrix isometric) inclusion whenever a< 3.

Theorem 3.1: Ler V=2 ,.\V,, be an inductive limit of a direct quantum family {V,: a € A}.
Then the inductive quantum topology restricted to each V, is reduced to the original quantum
normed topology. Moreover,

max V= 2 max V,=V .-
ae

Proof: Fix aeA. If veM(V)\{0}, then v=Av,u with \=u=|v[|'* and v, =|v|;'v. By

Proposition 3.2,
A, 0 _‘ p "N 0
O ,U«: O p;]/2,U/*

pp|M(Va) < p;lll : ”a (3.3)

pp(v)l/z <

‘ l/2||v||1/2

that is,

So, the original quantum normed topology on V,, is finer than the inductive quantum topology
inherited from V. Conversely, take v e M(V,)\{0} and its expansion v=2}_ A\, u; with N;,
eM, v, eball M(V, ) <i=<s. By assumption, all V, C Vg for a certain B e A. In particular,
v=27, )\p,pa a,up,eM(Vlg) and

palval 0 Mp,1
=), p, with N,=[N,, o N ow=|t |0 (34)
0 Pala Mp,s

Furthermore,

olle=lollp < N imax{pelo Il = INlmax{pe o lo ol < max{pg HIN e

BN
0 KK
5
i 10 ,U«:,#p,i

Hence, if p is a bounded family, then [jv[|,<sup(p)p,
<sup(p) pp|M(Va)' Thus,

< max{p,,

)

k
Pp

= max{pal} = max{pai}HA)\,p,,uHZ'
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sup(p) 1” ||0z\ pp|M(V) pa || ||a

whenever p is bounded. It follows that the inductive quantum topology on each V,, is finer than the
original quantum normed topology, therefore they coincide.

Now consider the quantum normed spaces max V,, a € A, and let C,, (V M,) be the set of all
continuous ~ o,-contractive linear mappings w:V—M, (weM (V )), that is, p(w)
=sup||((ballo, w)>||<1 or [|{¢x, w>)||$(r (x) for all xeV (see Sec. 11 E). C0n51der also the set
MB, (V, M) ballp , where p, O() = sup||((ballpp, ()—0
(see (%orollary 3.3), it follows that ballo, Chballp,, and o< p - Wthh in turn, 1mphes that
MB, (V M,) CC(, (V,M,). Let us prove that MB, (V M,) C (V,M,). Take weC(, (V,M,).
Usmg (3.3) and Corollary 3.3, infer that ||paw(x)||<pa H(x)= pap( 0) < || =l for all x
€V, Then pw|V,e ball B(V,, M, ) ball M B(max Va,M ), thanks to Corollary 2.5 [see also
for all v € M(max V,). Take v € M(V) and its ex-

pansion as in (3.4). Then

<<palval’w>> O
{vwh=\,®1 M, ® 1,
0 (papaw

and as above we have

Ko whll < [N, @ Timax{papa, wHIHIe, @ 1< INplmax{lo o lnaloll < INMllazol < A5l
where A, , , is the matrix (3.2) associated Wlth the indicated expansion of v. Using Proposition
3.2, we derive that [((v,w)l|<p,(v) or p; O(w)<1, that is, we MB, (V M,). Consequently,
C, (V M,)=MB, (V M,). Using Proposition 2.2, we deduce that

pp(v) = sup|[{v, MB,, (V.M,))]| = supll({v.Co(V. M) = o (v)

for all v e M(V), that is, p,=0,. It follows that V=X ,_, max V,=max V. O
Remark 3.2: Note that if p=1, then pp|M(Va)=||- » a € A, Similar argument used in the proof
for the min quantization fails. The same equality for the min quantization takes place when we
deal with the nuclear quantum spaces (see Theorem 2.2).
Theorem 3.2: Let V=X ,.,\V, and W=2,.\W, be inductive limits of quantum normed
spaces. If {W,:a e A} is a direct quantum family, then

Te MC\(V,W)=T|V, e MB(V,,W,) forall a € A.

Proof: If T|V, e MB(V,,W,) for all @e A, then T € MC,(V,W), thanks to Proposition 3.4.
Conversely, assume that 7 e MC,(V,W). By Theorem 3.1, the inductive quantum topology re-
stricted to each W, is reduced to the original normed one. However T(V,) CW,, therefore the

T
mapping T|V,:V,— W, as a superposition V,—V ——— W of matrix continuous linear map-
pings is matrix continuous. Consequently, 7|V, e MB(V,,W,,) for all a € A. O

Corollary 3.4: If V=2,.AV, is an inductive limit of quantum normed spaces and W is a
quantum normed space, then
Te MC(V,W)=T|V, e MB(V,,W) forall a e A.

Proof: Tt suffices to put W,=W, a e A, in Theorem 3.2. Evidently, {W,:a@ e A} is a direct
quantum family, MC(V,W)=MC,(V,W) and W=X,_,\W,, thanks to Theorem 3.1. Appealing
Theorem 3.2, we derive the result. O
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E. Application to the quantum moment problem

Finally, we propose an extension theorem which is used in the quantum moment
problerlls.24’7’8

Theorem 3.3: Let V=2 ,_,\V, be an inductive limit of quantum normed spaces, X C'V a linear
subspace, S:X— B(H) a linear mapping and let X,=XNV,, S,=S|X, aeA. Suppose each
Sn:X,— B(H) is a nontrivial matrix bounded linear mapping. The mapping S:X— B(H) has a

matrix continuous linear extension T:V— B(H) such that |T|V /ly=|Sollms» @ € A, if and only if

IS < pyx), x e M(X),

where p, is the matrix seminorm on M(V) with p=(p,)gc A pa—||Sa||mh, aeA.

Proof: First, assume that ||S(°°)()c)||<pp ")(x)||<p (%), xe M,(X), n
e N. By Hahn-Banach theorem,’ we have a hnear extens10n T V— B(H) of S such that |7
X)|<p (), ve M (V), neN. If ve M,(V,), then |[T"w)]|<p"" )< p;lv]l, [see (3.3)]. It
follows that ||T|Va||mb\pa _||Sa||mb_||T|Xa”mb$||T|Va”mb’ that IS a”mb_”Sa”mb for all «
e A. So, we have a matrix continuous linear extension T:V— B(H) such that ||[T|V/|,.s=S allms»
aeA.

Conversely, assume that the linear mapping S:X — B(H) has an extension T € MC(V,B(H))
such that ||T| Vo[, =lISull,p for all @ e A. Using Proposition 3.4 (see to the proof) and Corollary
3.4, infer that [T (v)| < pyv), v € M(V), where 0=(0,)qcrs Ou=T|Vol;),=IISal) that is, 6=p.
In particular, [S®(x)||<p,(x) for all x € M(X). O

IV. QUANTUM DOMAINS

In this section we endow the quantum domains in a Hilbert space with a quantum space
structures, which will allow us to treat the space of all noncommutative continuous functions over
a quantum domain as a quantum space of matrix continuous linear operators on a certain quantum
space equipped with a G-quantum topology. As the main result of this section we prove that each
quantum domain which admits a gradation is a quantum reflexive space in the sense that its second
strong quantum dual is reduced to itself up to the topological matrix isomorphism.

First we introduce &-quantum topology in its general setting.

A. The &-quantum topology in MC(V, W)

Let V and W be quantum spaces with their defining families {p,:¢ € 2} and {g,: k € Q} of
matrix seminorms, respectively. We introduce G-quantum topology (see Ref. 14, Sec. 9) in the
space MC(V,W) of all matrix continuous linear mappings V— W. Fix a family & of matrix
bounded sets B such that the matrix hull of the union UG is dense in M(V), that is, all matrix
combinations Xav;b; with a;,b;e M, v;e’B,, ‘B, S, generate a dense subspace in the
polynormed space M(V). In this case we briefly say that & is a matrix total family of matrix
bounded sets in M(V).

The following simple assertion will be useful.

Lemma 4.1: For each ne N we have M, (MC(V,W))=MC(V,M,(W)) up to the canonical
linear isomorphism.

Proof: First note that we have a canonical linear isomorphism M, (L(V,W))— L(V,M,(W))
which converts each matrix [T,]e M, (L(V,W)) into a linear mapping 7:V—M,(W), Tv
=[T,v];,. It remains to prove that its restriction to the subspace M, (MC(V,W)) implements the
required isomorphism onto MC(V,M,(W)). Take [T,,] € M, (MC(V,W)). Then for each e ()
there corresponds positive constants Cy; and ¢, € E such that qKTSC) <Cup,, Taking into account
that any permutation of rows and columns of a matrix over a quantum space does not affect the
matrix seminorms [Ref. 13, 2.1.5], and applying (2.2) to the quantum space M,,(W), we derive that
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g (1)) = ¢ (T ) = 40" [T i) = 40" ([T i) = 4T3 ©)],.0)

=3 ey = 3 Cup,!)(v) < € max{p(”(v0):1 < 5,0 < n},

s,t=1 s,t=1

where v=[v] e M, (V), me N, C=Z{,_ C,, that is, the linear mapping 7:V— M,(W) is matrix
continuous. Conversely, take T e MC(V,M,(W)), which defines a matrix [7,,] € M, (L(V,W)).
Then each Ty,: V— W is matrix continuous. In order to prove it, first note that T,=P,T, where
P, M, (W)—W, P,Jwy]=w, However, P, is matrix continuous. Indeed, P, ,w=g wst, w
e M, (W), where g,eM;, are standard scalar row matrices. It follows that P(m w=(1,,

®e)w(l,, ®e, )forallweM (M, (W)), m e N. Fix k€ (). Then

0" (Pw) =1, ® ellgy™ w1, © € =" (w)

for all we M,,(M,(W)), meN, which means that P, is matrix continuous. Consequently, T,
e MC(V,W). O

Take a matrix bounded set B=(b,) €& and fix an index xe{). For any T=[T}]
e M, (MC(V,W)), we put

p(T) = sup{g!"™ (T (v)):v € b,,r e N}, 4.1)

that is, p,.(T) =sup q(T™)(B)), where T is identified with T'e MC(V,M,(W)), thanks to Lemma
4.1. Note that ¢, 7)< Cmax, , p, for a certain positive C and a finite subset a C =. However, B
is matrix bounded in M(V), so max,., sup p (B)=C’ <. Hence, p, 5(T) <.

Lemma 4.2: Each p, s is a matrix seminorm on MC(V,W).

Proof: Take T=[T;] e M,(MC(V,W)), aeM,,,, and be M,,,. On the grounds of Lemma
4.1, we have (aTb)(’>(v) (a®1,)T"(v)(b®1,) for all v € M, (V). Then

pU(aTh) = sup{g™((a ® 1) T W) (b ® 1,)):0 € b,.r e N} < sup{fla ® 1,]l¢"" (T (v))[b
® 1Jv e b,,r e N} <|lallp"%(T)||5].

Further, if T=[T}]e M, (MC(V,W)) and S=[S;]e M, (MC(V,W)), then (T®S)"(v)=T"(v)
®S"v),veM (V) and

er")(T ®S)= sup{q(’m””)(T(’)(v) ®S)web,reN}< sup{max{q(rm)(T(’)(v)) q "')(S(’)
X())}v e b, re N} < max{pK%(T p (S)}

Thus, we have both M1 and M2 properties, that is, p,. 4 is a matrix seminorm. O

The quantum topology on MC(V,W) determined by the family {p,u:x € Q,B € G} of ma-
trix seminorms (see Lemma 4.2) is called &-quantum (or S-matrix) topology (Ref. 14, Sec. 9) in
MC(V,W) (for the usual &-topology in C(V,W) (see Ref. 23, Sec. III C). The quantum space
MC(V,W) equipped with the G-quantum topology is denoted by MC(V,W)g. If & is a funda-
mental system of matrix bounded sets in M(V), that is, each matrix bounded set in M(V) is
contained in a certain set from &, then the relevant G-quantum topology in MC(V, W) is called
the strong quantum (or matrix) convergence topology, and the quantum space MC(V, W) equipped
with this topology is denoted by MC(V, W) . Thus, M,(MC(V,W)g)=(MC(V,M,(W)).{p"}}),
n e N, up to the identification from Lemma 4.1.

Remark 4.1: Note that S-quantum topology on MC(V,W) is Hausdor{f. Indeed, it suffices to
prove that {p( ) determines a Hausdorff polynormed topology on MC(V,W) [see (2.2)]. pr(l)
X(T)=0, ke Q B e &, for a certain T e MC(V,W), then T)(B)={0} for all B € S. Hence,
T(U&)={0}. Take a matrix combination =i_,avb; with a;,b;e M, v,e US. Then T
X (Zab;) =20, (v,)b;=0. Taking into account that T : M(V)— M(W) is a continuous linear
mapping and the matrix hull of UGS is dense in M(V), we conclude that T™=0 or T=0.
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B. The quantum topology in MC,(V, W)

Let again V=2 ,.,V, and W=2X ,_, W, be inductive limits of the quantum normed spaces and
let & be a family in M (V) of the unit sets ball M(V,), « € A. Since M(V)=2,.AM(V,) possesses
the inductive quantum topology, it follows that G is a matrix total family of matrix bounded sets
in M(V) (see Lemma 3.1). Note that sup p, (ball M(Va))$p;l, pe Ri\, a e A [see (3.3)]. Con-
sider the subspace MCL(V,W)CMC(V,W). By Lemma 4.1, M, (MC\(V,W))
=MCA(V,M,(W)) up to the canonical linear isomorphism. Fix an index @€ A and a family p
e R, For any T=[T;] e M,(MC\(V,W)), we put

Pl T) =sup q,(T)(ball M(V,))) (4.2)

[see (4.1)]. By Lemma 4.2, p,, , is a matrix seminorm on MCy(V,W), and {p, ,:p € RY, ae A}
determines the &-quantum topology in the quantum space MC,(V,W)gs.

Finally, 6={2%8_,:a e A} is a fundamental system of matrix bounded sets in the quantum
inductive limit M(V)=%_,.\M(V,) whenever all V, are complete and A is countable (see Ref. 23,
Sec. 2.6.5) for the classical case), or we deal with the direct sum (see Corollary 3.2). In this case,
MCA(V,W)g=MC\(V,W)g (see Sec. IV A).

C. The &-quantum topology on V' and quantum bornological spaces

Now consider the particular case of the quantum space MC(V,W) when W=C. As we have
confirmed above in this case MC(V,C)=C(V,C)=V’ and {g,: k € Q} consists of a single matrix
norm on C. For each B € &, we write py instead of p, ». Take fe M, (V')=MC(V,M,). Using
(4.1) and (2.3), we derive that

(/) = supllf(B)]| = supl[(B. N = g/

where gy is the dual gauge of B. By Corollary 2.3, we conclude that pg; is just the Minkowski
functional of the absolute matrix polar B8 C M (V"). It follows that the G-quantum topology in Ve
has a neighborhood filter base of absolute matrix polars {B°:9 € G}. Furthermore, by Lemma
2.4, it can be assumed that ‘B is an absolutely matrix convex, that is, B=amc 8. Then BO

=(B)O9=(B°)=(amc B)®=B® by virtue of the bipolar Theorem 2.1, where B denotes the
weak closure. Consequently, it can be assumed that all B from the family & are weakly closed
absolutely matrix convex sets. In this case

Py =4qs= 7’%’
where 7y is the Minkowski functional of 9B [see (2.3)]. Thus, the G-quantum topology on V' is
just the quantum topology generated by the dual seminorms {'yg 1B e S}

Let us note observe that a net {f,} in M(V’) converges to a “function” fe M(V') in the
&-quantum topology if the matrix-valued functions v+—{(v,f,)) converge uniformly to the func-
tion v—{(v,f)) over all matrix bounded sets from &. If & is a fundamental system of matrix
bounded sets in M(V) then we write V;B instead of V¢ and it is called the strong quantum dual of
V. Using Corollary 2.2, we conclude that the strong quantum dual topology in M (V’B) associates
the (classical) strong dual topology in V'.

Finally, let V be a quantum space. By a quantum bornivorous on V we mean an absolutely
matrix convex set 33 in M(V) which absorbs each matrix bounded set in M(V), that is, if B is a
matrix bounded set, then N8B C*J3 for a certain A >0. Any matrix set from the neighborhood filter
base of the quantum topology in M(V) is obviously a quantum bornivorous. If each quantum
bornivorous is a neighborhood of the origin in M(V), then we say that V is a quantum bornological
space [Ref. 14 (Sec. 8) and Ref. 10]. Evidently, each quantum normed space is a quantum
bornological space. Another example is delivered by the following assertion.

Proposition 4.1: Let V=2 ,_\V, be a quantum inductive limit of the quantum normed spaces.
Then V is a quantum bornological space.

Proof: Take a quantum bornivorous 8 in M(V). Since each embedding V,—V is matrix
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continuous, it follows that ball M(V,) is matrix bounded in M(V). Hence, p, ball M(V,) CB for
some p,>0, a € A. Taking into account that 3 is an absolutely matrix convex set, we conclude
that B ,=amc U ,p, ball M(V,) C*B, p=(p,)aca (see Sec. III B). It follows that B belongs to the
filter generated by {8}, that is, V is a quantum bornological space. O
The following assertion was proved in Ref. 14 (Proposition 9.1) by Effros and Webster.
Proposition 4.2: If V is a quantum bornological space, then the canonical embedding
V— (V}),);; of V into its second strong quantum dual is a topological matrix isomorphism.

D. The conjugate space of a quantum domain

Let H be a Hilbert space with its inner product (-, -). By a (quantum) domain £ in H Ref. 6 and
7 we mean an upward filtered family £={H,:a € A} of closed subspaces in H such that their
union D= U € is dense in H. Obviously, D is a dense subspace in H called the union space of the
domain E. Being an inductive limit of the Hilbert spaces, the union space D turns out to be a
polynormed space equipped with the inductive topology.

A family N={N,: 1 € B} of closed subspaces in H is said to bea gradation if they are pairwise
orthogonal and their algebraic orthogonal sum D=X,_=N, is dense in H. Each gradation N
={N,: 1 € Z} automatically defines a domain £={H ,: @ € A}, where A is the set of all finite subsets
of E and H,=®,.,N, for a finite subset « C 5. Furthermore, D=X,_=N, is the union space of the
domain &. We say that € is a (quantum) domain with the gradation N. Further, N={N,:1e E} is
said to be a finite rank gradation if N is a gradation with finite dimensional nest subspaces N,. In
this case £ is called an atomic domain with the gradation N. Note that the inductive topology in
the union space D=2, _=N, of an atomic domain is just the finest polynormed topology, for each
linear mapping D— X into a polynormed space X is continuous.

Lemma 4.3: Let H be a Hilbert space and let N={N,:ve 2} be a family of its closed sub-
spaces. Then N is a gradation if and only if H= ® N, is the Hilbert space sum.

LES

Proof: Assume N is a gradation in H and D=X,_zN, is the relevant algebraic orthogonal sum.

Then K= @ N, is a closed subspace in H (see, for instance, [Ref. 18, 6.3.3]). However, D C K and

LES

it is dense in H, therefore K=H. Conversely, assume that H=®,_=N, and D=2, _=N,. For each
x € H we have x=3,_=x, with 3, _z[[x/[?=[x|]*. It follows that x=lim,, s,, where @ C = is a finite
subset and s,=2,_x, € D. Thus, D is dense in H, that is, N is a gradation in H. O

Let £={H,:a € A} be a domain in H with the union polynormed space D. The family of the
unit balls {ball H,:a e A} is a total family of bounded sets in D denoted by &. In particular, the
dual space D’ turns out to be a polynormed space D¢ equipped with the G-topology. If £ admits
a gradation N'={N,:c e E}, that is, H,=®,_ N, for a finite subset « CE (see Lemma 4.3), then
Dé:DE, that is, the G-topology is precisely the strong uniform convergence topology in the dual
space D’'. Indeed, in this case {ball H,:a € A} is a fundamental system of bounded sets in the
inductive limit D (see Ref. 23, Sec. 3.6.3).

The projections in B(H) over all subspaces H, are denoted by P, respectively. If o< @, that
is, H,CHg for some «,B e A, then we have a projection

Paﬁ:Hﬁ*)Ha? Paﬂ(xB)=Pa(xlg),

onto H,. Obviously, P,zPg,=P,, whenever < <. So, we have the inverse system {H_Q,Paﬁ}
of the conjugate Hilbert spaces. Its inverse limit lim_{H,,, Pz} is called a conjugate space of the
domain_& and it is denoted by D~. So, D~ consists of all compatible families y™=(y,)4c in
[T, AH,. The space D~ turns out to be a polynormed space with the family of seminorms

b le=balm =y, v D aeA.

Note that H can be identified with a subspace in D~. Indeed, take y € H. Put y,=P(7), a € A. If
a<p, then P,zyz=P.sPsy=P,Psy=P,y=Y,, that is, the family y"=(y,)qc is compatible.
Therefore y~ e D~. Hence, DC HC D~ up to the identification y=y~.
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Lemma 4.4: The subspace D is dense in D~

Proof: Take y"=(V4)oca € D~ and consider the net n={y :a@e A} in D. Let us prove that
y =limy in D". Fix @ € A. Then

limlly™ = ygllo= lim [y~ = yglo= lim [y = Poygla;= lim [[yo=yalu,=0.
8 BB=a BB=a BB=a

Whence D is dense in D,

Lemma 4.5: The linear mapping D™ —Dg, ¥ =) aca>f1s [yl Hoa=(",Ya), implements a
topological isomorphism of the conjugate space D~ of the domain & onto the dual space Dg.

Proof: Let f:D—C be a linear functional. We put f,=fly , @ € A. Since D is equipped with
the inductive topology, it follows that f is continuous iff each fZ is bounded, that is, f, € H Z for all
aeA. Thus, f,=(-,y,) for the uniquely determined vectors y,e H,, ac A. If a<p then
X,y =fa(0)=f(x)=f5(x)=(x,y g for all x € H,, that is, yz=y,+2,4 for a certain z,5 € H, NHg.
Then P,gy5=Po(yo+zap) =Y. Hence,

y; = (E)QEA eD.

Conversely, take y~ € D™. Put f,(x)=(x,y,) whenever x e H,. If xe H,NH, then H,UHz;CH
for a certain ye A, and

Y

<x7yuz> = <x9Payy> = <Porxsyy> = <x’y'y> = <Pﬁx’y'y> = <X9PByy> = <x9le>

Consequently, f,: D— C is a well defined linear functional. Since f,] 1,={*.Yq forall e, it follows
that f,, € D’. Thus, the assignments f— ¥y and y™— f, implement the required isomorphism. Note
that y;f:():ya)ae,\:()\y_a)aeA=)\y; (in the conjugate space D7) and fy,=\f, for all AeC, f
eD and y eD".

Finally, by its very definition, the Minkowski functionals ¢,, @ € A, of the polars from the
family & is a defining family of seminorms of the dual space D [Ref. 23, Chap. 3]. However,

qo(f) = sup|fiball H,)| = sup[(ball Hy,y ) =lyal = v/l

for all fe D' and a e A. We conclude that the mapping D~ — Dg, y fy is a topological iso-
morphism. O
Take x € H,, and consider the linear functional

KD =G, X'((Va)aer) =y
If x eH,NHpg, then H,UHzCH, for a certain vy, and

X'((Va)aer) = 6P ayyy) = (X, Py ) =(Pox,y,) = (x,y,) =(Pgx,y,) = (x,y ),

that is, the functional x” is well defined. Since

W (@ae )| < [l JWllir, = 1Ga)acallalke

>

we conclude that x” e C(D~,C). However, D"=Dg (up to the topological isomorphism), thanks to
Lemma 4.5. Therefore x” can be thought as a continuous linear functional on D’G, that is, x”
€ (Dg) and

x'(f)=x"(yy) = (e, ya) = f(x)
(see the proof of Lemma 4.5). Hence, the correspondence x— x" determines a linear embedding
D— C(D~,C), which is reduced to the canonical embedding D— (D).
Proposition 4.3: Let € be a domain with the union space D. Then D=(Dg)’. Moreover, if £
admits a gradation, then the polynormed space D is reflexive, that is, D:(Dk)l'g.
Proof: Let f e C(D~,C) be a continuous linear functional. Being an inverse limit of the Hilbert
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spaces, D™ is a (closed) subspace in the polynormed space 11, AH_ with its defining family of
seminorms , =V @) acr, @€ A. By Hahn—-Banach theorem, f has a continuous linear

extension f l_laE AH — C. There are a positive constant C and a finite subset F C A such that
ol = Cmax{[§llyic € Fy. ye Il H.
ae

Consider the Hilbert space Hp=®,.pH, and the canonical projection Pp:II,. AH_a—>H_F,
Pr((72) wc A) =2 we - Then |f(7)| < C|P7| for all § € T, \H,,. It follows that (see, for instance,

Ref. 18, Sec. 7.4.12) we have a well defined bounded linear functional gFEH_F* such that f
=gpPr. However, gp=(-,Z)z_ for a certain =(X,) 4 r € Hp, that is,

gF((y_a)aeF): 2 <y_as-{1>H_a= E <xasya>Ha= 2 <xwya>'

ael ael ael

In particular, f(y_)=gFPF(y_)=gF((y_a)aeF)=2aEF<xa’ya>=EaeFx,[;(y_) for all y_=(y_a)ae/\ eD.
Finally, {x,:ae F}CH, for a certain ye A. In particular, x=2,_px, € H, and x"(y7)=(x,y,)
=2 X0y ) =Z e X (y)=f(y7) for all y~eD". Consequently, f=x"eD. Therefore, D
=C(D,0).

In particular, D:(D’G)’, thanks to Lemma 4.5. Finally, assume that £ admits a gradation. As
we have pointed out above D'6=D;. It follows that D is semireflexive, that is, D:(D'ﬁ)’. How-
ever, D being an inductive limit of the barreled spaces H,, @€ A, turns out to be a barreled
polynormed space [Ref. 23, Sec. 2.7.2]. It remains to note that each semireflexive barreled
polynormed space is reflexive [Ref. 12, Sec. 8.4.5] (see also Ref. 23, Sec. 4.5.6). d

E. The conjugate space as a quantum space

Assume that E={H,: @ € A} is a quantum domain in a Hilbert space H with its union space D.
Consider the class

N=EU{H, NHga<p}

of Hilbert spaces and let ¢ be a quantization over the class 91 (see Sec. III A). Then we have a
direct quantum family &, {H :a e A} of quantum normed spaces (see Sec. Il B). Indeed, if
a< B then Hg=H,® (H NH B) and therefore the embedding H, ,C Hpg, is a matrix isometry. In
particular, D being an inductive limit of the direct quantum family &, turns out to be a quantum
space, that is,

D,= opllm{Ha,q:a e A}
Note that
M,(D))=C(D,.M,) = MC(D,.M,) =lim{ MB(H,, ,.M,),P43},

where P(" :MB(Hg .M, )—>MB(HM,M ), P(" A= T|H,, are the connecting mappings of the
inverse system {MB(Haq,M ), P } (see Corollary 3. 4) Further, if £ admits a gradation A
={N,:te E}, that is, H,, GBLEQNL for a finite subset « C B, then M=E={H,: @ € A}, where A is
the set of all finite subsets in =. Using Proposition 3.1, we conclude that

D,= oplim{Ha’q:a e Al=op & N,,. (4.3)

LES

Furthermore, in this case &={ball M (Hyy):ae A} is a fundamental system of matrix bounded
sets in D, (see Corollary 3.2). In particular,
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(D)5 = (D)} (4.4)

Now consider the conjugate space D‘:limh{fTa,Pﬂi} of the domain & introduced in the previous
subsection. Since all connecting morphisms P,g:Hg— H, of the inverse system {H,,P,z} are
projections, it follows that {H, ,, P} is an inverse system of the quantum normed spaces with the
matrix contractive morphisms P,z:Hg,— H,, (see Sec. IIl A). In particular, we have the quan-
tum space D~?=oplim_{H,, ;, P g}

The conjugate space D~ can also be equipped with another, more natural, quantum space
structure using the quantum (or operator) duals H_:L a e A. Since the conjugate space H, is
identified with HZ up to the canonical isometry 0a:Ha—>HZ, U<+ ,0,), it follows that H, is a
quantum normed space denoted by H,4 equipped with the dual matrix norm denoted by ||-[|? from
the quantum dual HZ e

Lemma 4.6: The family {H,?, P g} is an inverse system of the quantum normed spaces with the
connecting matrix contractive morphisms. In particular, the conjugate space D~ turns out to be a
quantum space

D; = OpEm{Haq’Paﬁ}

with its defining family {||-|%: a € A} of matrix seminorms.

Proof: First note that if y,e M,(H,?), then (see Sec. IV C, see also Ref. 13, Sec. III B)
[V all9=supl|((ball M(H,,),y )|, where ((x,ya»:[(xij,y];l)] if x=[x;], Va=[y"]. We have to prove
that the projection P,z:Hg?— H,7 is a matrix contraction. If o< g, then the following diagram

_ o) .
Mn(Hﬁq) ’ Mn(Hﬁ,q) = MB(Hﬁ,q,Mn)

Pog !
J— (n)
Mn(Haq) 0“ Mn(HZ’q) = MB(HQ,L]?M}'[)

commutes, where the second vertical arrow is the restriction mapping T+ T|H,. Indeed, just
observe that (x,,yg) =(x,,P.zyp Whenever x,eH, and yze Hpg Since the embedding H,,
— Hpg, is an isometrical inclusion, it follows that the restriction mapping H: HH is a matrix
contract10n (Ref. 13, Sec. 3.2.2). In particular, P,z: H, _‘L‘IHH 4 is a matrix contraction. Therefore,
D~ turns out to be a quantum space D, =oplim_{H,? ,Paiwuh its defining family {||-|: «

e A} of matrix seminorms. If y~ —[ylj] € M,I(D )=lim_{M(H9),P ")} then

v =Dpl=[0D1= O =0, Ya=Dil e M,(HL),
and [[y73=[val? aeA. O
Lemma 4.7: The linear mapping

__)(Dq),ga y_=(y_a)aeAny’ fy|Ha=<"ya>,

is a topological matrix isomorphism.

Proof: By Lemma 4.5, the just indicated mapping is a topological isomorphism of the relevant
polynormed spaces. By its very definition, the quantum dual (D )6 has a defining family of the
dual matrix seminorms ||, @e A (see Sec. IV C). Take y~ —[)’, ] e M,(D,) and consider the
matrix f,=[f, ]eM,l((Dq)G) Note that fy |H,=( ,y’f> veA, for all i, j. If x= [x;;]e M. (H,),
then

(Cef D =y i) = Koyl = (Dol DD = (e ya))

(see Lemma 4.6 and its proof). It follows that
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IA,15 = supll¢Cball M(H). f) = supl(ball M(H),y ) = [Vl = 712,

that is, [[f,]|S =[] for all a e A. The rest is clear. O

Theorem 4.1: Let D be the union space of a quantum domain € which admits a gradation.
Then D, is a quantum reflexive space, that is, qu((Dq)b)b' In particular, Dq:(DI;)b.

Proof: Since D,=0p®, =N, , [see (4.3)] it follows that D, is a quantum bornological space,
thanks to Proposition 4.1. Using Proposition 4.2, we infer that the canonical embedding
D,—((D,)p)p is a matrix homeomorphic injection. However, D=(Dp); as the polynormed
spaces, thanks to Proposition 4.3. Whence D,= ((Dq)l,?)l,?' Using (4.4) and Lemma 4.7, we conclude
that Dq=(D;) ;g. O

Corollary 4.1: Let N={N,:te B}, M={M,.: k€ ®} be finite rank gradations in H with the
same union space D=2, _=N =2, oM,. Then

=Dq =max D
2

D‘il =0p® N,, =0p® M,,
== ked

for all quantizations g, and q,.

Proof: For finite subsets « CE and §C P, we set H,=®,.,N, and K= .. ¢M . Then Dql
=oplim {H,, }=0p®,.=N,, and D, =oplim {Ky, }=0p® oM, . thanks to (4.3). Using
(4.4) and Lemma 4.7, we conclude that

(D,)p=";, =oplim{H,"} and (D,,);=D;, = oplim{K ).

Since all spaces H_a and E are finite dimensional, it follows that D~ is a nuclear polynormed space
(Ref. 23, Sec. 3.7.4). By Theorem 2.2, D~ admits precisely one quantization. In particular, D;l
=D, . Using Theorem 4.1, we derive that DqI:(D;I)'Bz(Dgz);;:D%. In particular, putting ¢
=max and using Theorem 3.1, we derive that D,,,=oplim {H,, ,.}=max D. O

V. NONCOMMUTATIVE CONTINUOUS FUNCTIONS

In this section we investigate the spaces of noncommutative continuous functions on quantum
domains.
A. The quantizations of C,(D,A)

Let £={H,:a € A} and S={K,: @ € A} be quantum domains in Hilbert spaces H and K with
their union spaces D and A, respectively. The linear space of all noncommutative continuous
A-valued functions on D is defined as

CA(D,A)={T € L(D,A):T(H,) C K,,,T]

H, e BH,K,),a e A}.

Note that C,(D,A) is a subspace in the space L(D,A) of all linear transformations acting from D
into A. If £=S then we write C¢(D) (Ref. 6) instead of C,(D, D). Obviously, Ce(D) is a unital
subalgebra in the algebra L(D) of all linear transformations on D. Note that

M,(CA(D.A)) = Cy(D" A ={T & L(D" A"):T(H') € KT
In particular, M,,(Cg¢(D))=Cei(D") with £&"={H": @ € A}. The seminorms

H e B(H),K"),a € A}.

Il = I8,

. TeM/(C\(D,A), nel,

define the matrix seminorm ||-||, on C,(D,A) (see Ref. 6). Hence, Co(D,A) is a quantum space
whose quantum topology is determined by the family {-||,: @ € A} of matrix seminorms. If £ and
S admit gradations N={N,:ve E} and N"={N':.e B}, respectively, then C,(D,A)=Cz(D,A),
where

C=(D,A)={T € L(D,A):T(N,) C N, T|

N, e B(N,N)),. € E}.

Downloaded 21 Sep 2010 to 144.122.157.212. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



063511-31 Quantum duality J. Math. Phys. 51, 063511 (2010)

If £=S8, we obtain (see Ref. 6 for the general case) the *-algebra

CZ(D)=C=(D.D) ={T e L(D):TIN, € B(N)).v € E}, (5.1

of all noncommutative continuous functions on D. Actually, C;(D) possesses the natural involu-
tion as follows from the following assertion (see Ref. 6). -

Proposition 5.1: Each unbounded operator Te C;(D) has an unbounded dual T* such that
DCdom(T*), T*(D)C D, and T*=T*|D e CL (D) The correspondence T— T* is an involution
on C_(D) thereby C_(D) is a unital multinormed C*-algebra. In particular, CH(D) consists of
closable unbounded operators

Proof: Take T € C=(D) and consider S e L(D), S(Ex,)=2,Sx, with S,=(T|N,)* € B(N,), ¢
e E. Bvidently, S e C(D) [see (5.1)]. Using Lemma 4.3, we derive that (Tx,y)=(ZTx,, 2y,
=3 (Tx,,y)=3(x,,S,yy=(x,Sy) for all x,y e D. Consequently, we have an unbounded dual 7* of
T such that S=T*=T*|D e CZ(D).

Finally, take T € C ;(D), and assume that lim x,=0 and lim Tx,,=z € H for a certain sequence
{x,} in D. If yeD, then {(z,y)=lim(Tx,,y)=lim{x,, T*y)=0, that is, zL D. Being D a dense
subspace, infer that z=0. Whence T admits the closure.[]

The following assertion plays a key role in further investigations.

Theorem 5.1: The space C\(D,A) is exactly the space of all matrix continuous linear map-
pings T:D,— A, such that T(H,) CK,, for all « € A, that is,

CA(D,A) = MCA(D..A,),

where c is the column quantization over all Hilbert spaces.

Proof: Take T € MC\(D,,A,). Then T(H,) CK, and T|H, e MB(H,.K,.), a €A, by vir-
tue of Theorem 3.2. In particular, T|H, € B(H,,K,) for all a € A. Therefore, T € C,(D,A). Con-
versely, take T e Cy(D,A). Then T(H,)CK, and T|H,e B(H,,K,) for all e A. However,
B(H,.K,)=MB(H,..K,.) up to the canonical matrix isometry (see Ref. 13, Sec. 3.4.1). It
follows that T e MC,(D.,A,.), thanks to Proposition 3.4. O

Let g, and g, be quantizations over Hilbert space classes. Let us introduce the following
quantum space:

Cyrgy(D.A) ={T € L(D,A:T(H,) C Ko TH, € MB(H,y Koy ). € A}
with the matrix seminorms [|-[4, a.q,» Where
0y =11 i MBU g M(Kay)). T & My(Cyng (Do)t € A.

Obviously, C (D,A) is a linear subspace in C,(D,A). Moreover,

q1.M.q,

(D,A)=MC\(D,,, (5.2)

q Mgy qz)

(as the linear spaces) by virtue of Theorem 3.2.
Corollary 5.1: The spaces C\(D,A) and C, x (D,A) are identical as the quantum spaces.
Thus,

CA(D.A) =C, 5 (D.A).

Proof: Take TeM,(Cy(D,A)). Then T|H!eB(H.,K!)=M,(B(H,,K,)). However,
B(H,.K,)=MB(H,..K,,) as the quantum normed spaces. Therefore,

Il = 1Ty, — Kol = | TV g s ) = | TV g s, e, o = TVl s, i, 00

= ”T:Ha,c - Mn(Ka,c)”mb = ||T1|£‘,,1a,c’
|(;)=||T||§"lc It remains to use Theorem 5.1 (see also Ref. 13, Sec. 3.4.1). O
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Now let G={ball M (Ha,ql):a e A} be the (matrix total) family in M (Dql) of all unit sets.
Consider the quantum space MC A(Dq] ,qu)g equipped with the &-quantum topology (see Sec.
111 D).

Theorem 5.2: Let £E={H,:a € A} and S={K,: a € A} be quantum domains with their union
spaces D and A, respectively. Then Cy a o(D,A)=MC\(D,,,A,)s for all quantizations q, and
q>- In particular, CA(D,A)=MC,(D,,A,)s.

Proof: Let us prove that the family {|[-[|, ., @€ A} of matrix seminorms on C; » . (D,A)
and the family (42) on MCA(D,.A,)s are equivalent. Take a matrix T=[T}]
€ M,(Cy, .74,(D,A)) being identified with the relevant matrix continuous linear mapping 7:D,,
—>Mn(Aq2) [see (5.2) and Lemma 4.1] from /\/lC(Dql,Mn(qu)). Using (3.3) (see to the proof of
Theorem 3.1), we derive that

pUNT) = sup{p¢™ (T (w)):v < ball M(H,,).r € N} < ! sup{”T(r)(v)||Mm(Ka,q7):v
e ball M,(H,, ),r € N}=p,' sup{|T":M(H, g ) — M, (Ko ) € Ny = p, )| T:H

- Mn(Ka,qz)”mb = pz_yIHTll((;iTa,qz'

Note that T|HZeM,,(MB(HMI,Ka’qz))=MB(Ha,ql,M,,(Ka’qz)). So, pp’aﬁp;1||~||ql’a’q. It fol-
lows that the quantum topology on Cq], A»qz(D,A) generated by the matrix seminorms ﬂ| 1 @dy
a € A, is finer than the G-quantum topology. Now assume that p is a bounded family. Again using
the argument used in the proof of Theorem 3.1, we deduce that

a.qy

sup(;O)_1||T||(q'i),a’q2 = sup{sup(p)‘l||T(’)(v)||Mm(Ka_q2):v e ball M,(H,, ).r e N} < sup{p\"(T(v)):v

e ball M,(H,,).r € N}=pl\(T).

Consequently, {||-[l4, a.q,-@ € A} and {p,q:p € R%,a e A} are equivalent matrix seminorms, that
is, Cg0.q,(D,8)=MCA(D, . A, ).
If g;=g,=c are the same column quantization over all Hilbert spaces then using Corollary 5.1,
we conclude that C,(D,A)=MC,(D.,A)s. O
Corollary 5.2 If € and S admit gradations N={N,:ve E} and N'={N':ve E}, respectively,
then C‘11'E"12(D’ A) =MCE(Dq1 , qu)ﬁ.
Proof: Tt suffices to apply (4.3), Theorem 5.2 and Proposition 3.1 (see Sec. IV B). O
Corollary 5.3: Let € and S be atomic domains with the finite rank gradations N={N,: 1
e B} and N"={N|: e E}, respectively. Then

C=(D,A) = Cy, (D,A) = MCz(max D,max A)g

By

for all quantizations q, and q,.
Proof: Indeed, we have Cz(D,A)=C.z.(D,A)=MCz(D,,A.)s=MCz(max D,max A)g
:/\/lCA(Dq1 ,qu)B:C (D,A), thanks to Corollaries 5.2 and 4.1 O

IR=R

B. Quantum Arens—Mackey scale

Let (V,W) be a dual pair with the duality (-,-). We say that a quantum topology p in M(V) is
compatible with the duality (V,W) if V'=W with respect to the (polynormed) topology s=p|V.
Thus, all quantizations of the Arens-Mackey scale o(V,W)CsC #(V,W) called the quantum
Arens—Mackey scale of the pair (V,W) are precisely quantum topologies compatible with the
duality (V, W), thanks to Arens—Mackey theorem.

Lemma 5.1: A quantum topology p in M(V) belongs to the quantum Arens-Mackey scale of the
pair (V,W) if and only if s(V,W) Cp Ct(V,W), where s(V,W) is the weak quantum topology and
t(V,W)=max #«(V,W).

Proof: Put s=p|V. Using Theorem 2.3, Corollary 2.5, and Proposition 2.2, we derive that
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5(V,W) =max o(V,W) =min o(V,W) C mins C p C max s C max #{(V,W)=t(V,W)

whenever o(V,W)CsC oV, W). O

Now let p be a quantum topology in M(V) compatible with the duality (V,W), and let E
={p} be its defining family of matrix seminorms. In order to avoid some technical details we
assume that E is a saturated family, that is, it is upward filtered, and cp € E whenever ¢ € lR and
p € E. Consider the disjoint union A= v, ball p© of unit sets in M(W) of the dual gauges p®. For
each we A we set N,,=C"™ such that n(w)=n whenever w e M,(W). The Hilbert space sum
N,=®,,c pan ©N,, is a closed subspace in the Hilbert space H=&,,.AN,,. Since H=&,.=N,, it
follows that N\ ={Np: p € E} is a gradation in H, thanks to Lemma 4.3, and D:Epr is the union
space of the quantum domain associated with . For each w € A we have the matrix seminorm
p.(v)= , v eM(V) (see Sec. Il E). We have also the atomic gradation A={N,,:w e A} in
H with the same union space D.

Lemma 5.2: The family {p,,:w € A} defines the weak quantum topology s(V,W).

Proof: Fix w e M,(W). Since W=C(V,C) with respect to p|V, it follows (see Sec. Il D) that
M, (W)=C(V,M,)=MC(V,M,). Then [w™()|<p(v), veM(V) for some p e E. Recall that
R,ECE. It follows that w e (ball p)®=ball p® thanks to Corollary 2.3, that is, we A. So,
{p,,:w € A} determines the weak quantum topology in M(V) (see Theorem 2.3). O

Now we can prove the following representation theorem.

Theorem 5.3: Let (V,W) be a dual pair and let p be a quantum topology on V compatible
with the duality (V,W). There is a topological matrix embedding (V,p)— MC(D,)z for a certain
quantum domain € with its union space D. Moreover, there is a topological matrix embedding
(V,5(V,W)) — MC(max D) for a certain space D equipped with the finest polynormed topology.

Proof. Let p be a quantum topology in M(V) compatible with the duality (V,W) with its
defining family = of matrix seminorms. Consider the linear mapping ®:(V,p) — CL(D), ®(v)
=({v,w)),yea. f v eM,(V) and p € E, then -

[ @) INllsovn = suplCw.ball p2))] = suplv, MB, (V.M )] = p"(v),

thanks to Proposition 2.2. Thus @ is a topological matrix embedding of (V,p) into CL(D).
However, Ci(D) =C=(D,D)=C.z (D)=MC=(D,) sC MC(D,)p, thanks to Corollaries 5.1 and
5.2, where D, —opEB peENp e

Further, () |N|| Nn)—||<(v wh|= p(")(v) forallv e M,(V),neN,we A. By Lemma 5.2,
{p,,:w € A} is a defining fam1ly of matrix seminorms for the weak quantum topology s(V,W) in
M(V). It follows that ®: (V,s(V, W))—> Cct (D) is a topological matrix isomorphism onto its range.
Using Corollary 5.3, we derive that C’, (D) MC,(max D), C MC(max D)g, where D is equipped
with the finest polynormed topology. O

Actually, the construction proposed in the proof of Theorem 5.3 allows us to classify all
quantum topologies compatible with the given duality. Namely, consider a set J with a partition
J=V ez, We can identify J with the family {J,} of sets. A family I={I,} of sets is said to be a
divisor of J if for each I, there corresponds a unique « € E such that 1,CJ, and J=UI. For
instance, A={{w}:w € J} is a divisor of J called the atomic divisor, and J={J,} itself called the top
divisor.

Assume for each w e J there corresponds an atomic algebra an of all scalar n,-square
matrices, where n,, can be thought as a value of a certain function n: J — N at the point w. Then for
each member J, of the family J relates von Neumann algebra M; =&, _; M,, . Consider the direct
product ®,=II,.=M; . Each element a € ©; can be written as a locally bounded family a
=(a,,),,c; With supwE 7] ||aw||<oo for each k. Each divisor I of J generates a family of matrix
seminorms on © ;. Narnely, if 1, €1 then we set
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™ (a) =supf|a,|:w e I}, aeM®D,).

Note that m; (a) < 771 (@)=(ay)es | <o, thatis, m <, whenever I,CJ,. If 77(1)((1) 0 for all
I, €1, then ||aw||— {w}(a =0 for all we UI=J, that is, a=0. Hence, the family D, {m I,el}

defines a (Hausdorff) quantum topology in M(D,) called a divided quantum topology. Let us
introduce the notations o,,=,;, w € J, and T =Ty, KE E. Put

a={o,weJt=0, and t={7.ke E}=0,.

They define quantum topologies in M(®D,) called the atomic and top quantum topologies (or
boundaries), respectively. We use the same notations a, 9, and t for the relevant quantum topolo-
gies in M(®,) associated with these matrix seminorms. Since o, < m T, Whenever w
el,CJ,, we obtain the following inclusions:

aCo,Ct

for the divided quantum topologies, where 7 is a divisor of J. For a linear subspace XC %9 ;, we
have a scale of quantum topologies 0;|M(X) on X inherited from 0,.

Theorem 5.4: Let (V,W) be a dual pair. Then V can be identified with a subspace of D such
that the quantum Arens—Mackey scale of the pair (V,W) is precisely the quantum scale

alM(V) Co|M(V) Ct{M(V).

Proof: Consider a saturated family E={p} of matrix seminorms defining the quantum topol-
ogy t(V,W) (see Lemma 5.1). For each p € E, its unit set ball p is a weakly closed matrix set in
M(V). Indeed, each ballp®™ is an absolutely convex (Remark 2.1) closed set in M, (V)
=(V, oV, W))"z. It follows that ballp™ is closed with respect to the Mackey topology
(M, (V),M,(W)) (see Sec. I C). Then ballp™ is o(M,(V),M,(W))-closed, thanks to Mazur’s
theorem (Ref. 18, Sec. 10.4.9) applied to the dual pair (M, (V),M,(W)) with respect to the scalar

pairing.
Put J, =ballp® CM(W), p € E. Note that if g<p for some p, q € E, then ball pChball ¢,
which, in turn implies that J,=ballg®=(ball ¢)® C (ball p)®=ballp®=J,, thanks to Corollary 2.3.

Consider the family J={J [,} Wthh can be identified with the relevant dlSJOiIlt union, and the linear
embedding ®:V—2,, ®(v)=({(v,w))), ; as in the proof of Theorem 5.3. Then o, (P (v))
=, w)||=p,(v), v e M(V), weJ. By Lemma 5.2, {p,,:w € J} determines the weak quantum
topology s(V,W) in M(V). Hence, a|M(X) is identified with the weak quantum topology, where
X=®(V). Further, for each p € E we have

p(v) = sup|[{{v,ball p))| = sup[[{(v, I, = TP((I)(w)(v)), veMWV),

by virtue of Proposition 2.2 (see also Theorem 5.3). Note that ball p is weakly closed as we have
just proved above. Hence, the upper bound t|M(X)={7,|M(X):p € E} of the quantum scale of X
is identified with t(V, W).

Now consider any quantum topology gq in M(V) compatible with the given duality (V,W).
This quantum topology is determined by a saturated family ® of matrix seminorms on V. By
Lemma 5.1, s(V,W)CqC#V,W). Hence, for each g € ® there corresponds p € E such that ¢
<p. which, in turn, implies that ballg® C J, (Corollary 2.3). Put I={ballg®:q € ©}. Using Zerme-
lo’s axiom of choice, one can assume that / is a family of subsets of the family J. Actually / is a
divisor of J. Indeed, it suffices to prove that UI=J. Take w e J. Since s(V, W) C g, it follows that
=g for a certain g € ®. Then w (ballpw)®=ballpSQballqO C (see Corollary 2.3). So, [ is a
divisor of J. Moreover, q=0;/M(X). Indeed, if ge® and veM(V), then g(v)
=supl||((v, ballg®))||= iy, (P (v)), thanks to Proposition 2.2, that is, =0, M(X).

Finally, let us prove that each quantum topology 0; in M(V) induced from D, via the mapping
®:V—D; belongs to the quantum Arens—Mackey scale of the pair (V,W), where L={L,} is a
divisor of J. Put ¢, = wLa-(I)(“’). Each L, is a subset of a certain J,(p € E) and
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Pu(v) = [w, W)l < suplCv, L)l = 7 (@)(v)) = g, (v) < supl[(v,J, )] = p(v)

for all veM(V) and welL, Thus p,=< qr, <p whenever weL,CJ, It follows that

s(V,W)Co, Ct(V,W). By Lemma 5.1, 0; belongs to the quantum Arens—-Mackey scale of the pair

(V,W). O
This is a noncommutative Arens—Mackey theorem mentioned in Sec. I.

C. The finite-rank operators in C;(D)

Everywhere below we fix a domain £={H,:a e A} in a Hilbert space H which admits a
gradation N'={N,:ce E}. So, A is the set of all finite subsets of 5, H,=®, N, for each @ € A,
and H=®,_=N, (see Lemma 4.3). The algebraic orthogonal sum D=ELE=N CH is the union
space of the domain &. Consider the multinormed C*-algebra CL. —(D) of all noncommutative
continuous functions on & [see (5.1)]. If T e C_(D) then T(N )CNK, Ke =, therefore T has an
infinite diagonal matrix realization 7=® KGHTK, T,=T|N.eB(N,), ke E. For a,b e H we put
a®b e B(H) to denote the one-rank operator, that is, (a ® b)x={x,b)a, x € H.

Lemma 5.3: If a,b € H\{0}, then (a®b)|pe C_(D) if and only if both a and b belong to the
same nest subspace of the gradation N.

Proof: If a,b € N, for a certain , then (a®b)|N=0 and (a ® b)N,=(N,,b)aCCaCN,. By
Lemma 4.3, (a® b)|D e CM(D)

Conversely, assume that (a®b)|pe CH(D) Then (a®b)x#0 for some x € D, for in the
contrary case b LD which means that b=0. Moreover, (x,b)a € D, that is, a € D. Since {(a
®@b)x,y)={(x,(b®a)y) for all x,y € H, it follows that (b®a)|p=( (a®b)|p)* € CL(D), thanks to
Proposition 5.1. In particular, b € D. B

Now take a,B € A such that a=X,_,a, € H, and b=2,_gb, € Hg. If b, #0 for a certain «
e B, then (a®b)b, ==, bJ*a, e N, that is, a,=0 for all i, ¢# «. Similarly, (b®a)a,
=3, gla’b, € N, implies that b,=0 for all ¢, t# k. Whence a,b e N,. O

On the grounds of the just proved assertion, we introduce the ideal F=(D) in C_(D) of all
finite-rank operators as a subspace generated by the one-rank operators (a ® b)|p in C_(D) Later
we write a®b instead of (a®b)|p. By Lemma 5.3, each T € F=(D) has a diagonal realization
F=@®, . F, with F,=2%a,®b;. € F(N,), ke a, a € A. We also introduce the ideal z(D) in
CL(D) of locally compact operators, that is, K € K=(D) whenever K|N, € K(N,) for all k € Z. In
pafrticular,

K=(D)={K= @ K, e CL(D):K, € K(N),v € E}
and F=(D)CK=(D).
Remark 5.1: The ideal F=(D) is dense in K=(D). Indeed, take K=®,.=zK, € K=(D) and take
F,e F(N,) with |[K,~F||[<e, te E. Put R,=®,_,F, € F=(D), ae A. If «C S, then

K = Rl = (K= RQIH] = || ® (K, F)]| = max{lK,~ F - € o} <.
Lea

D. Locally trace class operators

Now we introduce the ideal of all locally trace class operators on the domain £. Fix a finite
subset e A. By Lemma 4.3, H=H,® (D,..N,) and we set To(a)={A=A,®0e B(H):A,=
BcAiE ’Z'(GBKEQN,()}:GBLEQT(NK) (€,-direct sum), that is, 7g(«) C7(H) is a closed subspace
and ||Al|,=||A ;== cc oA I, Evidently, To(a) C 7¢(8) whenever aC B, a, B € A. The space of all
locally trace class operators is defined as
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T(D)= U Ti@= & T

equipped with the inductive topology, or polynormed direct sum topology. So, 7=(D) is an induc-
tive limit of the Banach spaces and F=(D) C 7=(D) C Kz(D). Furthermore, 7=(D) is an ideal in
CL(D) and we have a well defined rrace functional tr:Tz(D)—C, tr(A)=tr(A,)=2, tr(A,)
whenever A e Te(@), ae A.

Lemma 5.4: If K=(D)y is the space of all continuous linear functionals on Kz(D) equipped
with the strong dual topology, then the mapping ®:7=(D) —>ICE(’D)23, O,S=tr(SA), is a topologi-
cal isomorphism.

Proof: First note that if A € Tg(«) and S=® =S, € K=(D), then ®,S=3, _ tr(S,A,) and

KE &

@48 < 2 | Al = 2 [ISdlA =< ISIElA] =Is]
that is, &, € K=(D)'. Furthermore, if ®,=0, then tr(A, (a®b))=0 for all a,beN,, ke a (see
Lemma 5.3), which, in turn, implies that (A,a,b)=0 for all a,b € N,, that is, A,=0, k € c.

Conversely, take ¢ € Kz(D). Then |¢(S)| < C max{||S||,: c € a}, that is, for some
positive constant C and a finite subset & C =Z. It follows that

o @& S)=e( & S)=2 ¢(5)
for all ®,.=S,e Kz(D). Since S, e K(N,), we conclude that ¢(S,)=tr(A,S,) for a certain A,
e 7(N,) (see Ref. 4, Sec. 3.19.1), ke a. Then A=A,®0 € Te(a) with A,=®,.,A,, and <p(S)
=tr(AS)=D4(S) for all S e K=(D).

Finally, if U.=Il, =€, &~! ball K(N,) is a bounded set in Kg =(D), then U,
=abc(U g, ball T¢(k)) (see Ref 23, Sec. 4.4.2) for each seR“ It follows that ®:7z(D)
—K=(D) is a topological 1somorphism O

Lemma 5.5: The mapping W : C_(D)—>T (D) W, A=tr(TA), is a topological isomorphism.

Proof: If AeTg(a) and T=& KE:T € CH(D) then TA=T(A,®0)=(® .., T A,) ®0=(TA),
®0 € Tg(a) and

WAl < 2 [T Al < 2 Tl < ITIE AL
The latter means that ‘I’T‘HQ e Te(a)*. Hence, ¥y e T=(D)'. If ¥;=0, then tr(7T,(a® b))=0 for all
a,beN,, ke E, which, in turn, implies that (T .a,b)=0 for all a,b € N,, that is, T,,=0 for all .
Now take e T=(D)". Then | #iro(A)|<CJAl, AeTex), ke E. It follows that (A4,)
=tr(A,T,) for a certain T,.e B(N,) (see Ref. 4, Sec. 3.19.2). Put T=@®, =T, € C_(D) If A
e 7=(D), then A € T¢(a) for some ae A, and Y(A)==, . (A, )=tr(AT). Consequently, =
Finally, one can easily verify that |a|™! balll|-|,C (ball 7¢g(@))° Chballl|-|,, ae A. Hence,

v C_(D)—>T (D) is a topological 1s0m0rphism O
In particular, the spaces 7=(D) and C_(D) are in the natural duality with respect to the scalar
pairing

(-] 2T=(D) X CL(D) — €, (A|T) = t(AT).

Therefore, C_(D) is equipped With the weak* topology given by the family {w,} of seminorms
wA(T) (D) In partlcular 7=(D)= C”(C_(D C) is the subspace in
o (D)’ of all Weak* contmuous functionals A: CL (D)—>L A(T)=tr(AT).

E. The quantum topologies on 7z(D)

Note that each 7¢(«) is a closed subspace of the operator space 7(H). Let us remind that (Ref.
13, Sec. 3.2.3) the matrix norm in Z(H) is inherited from the operator dual B(H)* by means of the
identification
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T(H)=C’(B(H),C) C B(H)*, A(T)=t(AT), A e T(H),T € B(H).

Therefore, each 7¢(a) turns out to be a quantum normed space 7g¢(«), whose matrix norm is
denoted by t,. If a={«} is a singleton, then we write 7, instead of 7;,;. Below we shall prove that
the index ¢ can be thought as a quantization over the class {7g(a): @ € A} of Banach spaces. The
space 7z(D) being an inductive limit of the quantum normed spaces 7¢(a), turns out to be a
quantum space. Namely,

7=(D), = oplim{7¢(a),;:a € A}.

Note that M, (7z(D)) QC(C;(D),M,l)=MC(C;(D),M,,), n e N [see (2.5)]. More precisely,
M,(T=(D) = MC?(CL(D),M,)

is the subspace of all matrix continuous linear mappings C=(D)— M,,, which are weak* continu-
ous. Indeed, if a linear mapping F=[F;;]: C*E(D)—>M,,, [F ,-JT: [F;;(T)], is weak* continuous, then
|F(T)||< c max{w, (T)} for some positive ¢ and a finite subset {A;}C7=(D). In particular,
|Fij(T)|S||F(T)||$cmax{wAk(T)}, that is, FijeC"(C;(D),C):TE(D) and [F;]e M, (T=(D)).
Conversely, if all F;e C"(C;('D),C), then F=[F;]e C‘T(C;(D),Mn)=MC‘T(C;('D),Mn) [see
(2.5)].

Lemma 5.6: If T € M,(C~(D)), then T|H'=® _,T, with T, M,(B(N,)), k€ a, up to the
canonical (isometry) identification H'=® .. N". Moreover, if A € M,(Tg()), then A=® A,
and A, e M,(T(N,)) for all k € a.

Proof: If T=[T,] e Mn(C*E(D)), then each T;;|H,=® .. ,T;j « € B(® .. ,N,), whereas the ma-
trix T|H,, is identified with the operator T:Hj,— H,, T(x;);=(Z;T;xx;);. However, the correspon-
dence H),— @ ,c N ((x;0) )i ((x;,):) c (here each (x;,), € @, .N,) implements an isometrical
identification (replacement of the brackets). Within the latter identification, one may write

T(x;);= (; Tijxj)i = <; Tl;j(xjk)x)i = <(; Tij,icij)K> = ((; Ti_]',;cij>i>K = ([T} )i j(xi) i) = (

1

O [T, (X)) o= (& [Ty )i ) ()i

that is, T=& . ,T, with T, =[T}; . ]; ; € M, (B(N,)).
Finally, if A=[A;;]e M,(Tg(@)), then each A; is identified with (A;),=@,c.A;; € T
® ccaV,). The rest is clear. O

If P,: Te(a) — T¢(k) is the canonical projection onto 7(N,) with respect to the decomposition
Te(a)=®._,T(N,), then using Lemma 5.6, we obtain that P(K”)(A)=[PK(AU)],»J=[AU,K ij=A, for
all A e M, (Tg(@)).

Theorem 5.5: Each canonical projection Pg:Te(a) —T(B), BC a, is a matrix contraction,
therefore t is a quantization over the Banach space class {T¢(a): a € A}. In particular,

7=(D),=op EB_,TS(’*)t and (TE(D)t)[,az C;(D)

Proof: Take A=@®, . A, € M,(Tg(@),). Recall that M, (T(a),) CM,(T(H)) CM,(B(H)*) and
M, (T(H))=MB?(B(H),M,) is the space of all matrix bounded linear mappings B(H)— M,
which are weak® continuous. Using the dual matrix norm [see Sec. IV C, and also Ref. 13,
(3.2.3)], we deduce that

1(A) = sup||((A[ball M(B(H))))

. AeM(Ta)). (5.3)

Take S=[S,,] € M,(B(H)) with ||S||<1. Put T=PE"SPE", where P, e B(H) is the projection onto
H,. Then T=[T,],,=[[T)/1os=[[T5/1.)c,=[T""] up to the isometric identification H =
® e oV, used in Lemma 5.6, where T%"=[T], ;: N7— N’ is a bounded linear operator. In particu-
lar, 7% € M ,(B(N,)), || T*"|<1. It follows that
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(A[S)) = [{AIS,0] = [tr(A;;S,)] = [tr(A ;P S, )] = [tr(P S A )] = [t(A, T,) ] = [e([Ay; Tyl )]

- [ S (A, T } = S (AT,

Kea Kea

where each A;; Ty[:N,—N,, and ((A,|T*%)) indicates the matrix duality associated with the
pairing (-|-): 7(N,) X B(N,) —C, (A| T)=tr(AT). Using (5.3), we conclude that

1(A) = (5.4)

where X,=®7_,B(N,) is the operator sum of the operator spaces B(N,), k€ a, and ((A|T))
=2, AT for each T=&,_,T, €ball M(X,). Thus, M, (Tg(a))=MB*(X,,M,), n e N.
Now take B e A with BC . Then P(" M, (Te(@),) — M, (T(B),) is reduced to the restriction
mapping MB(X,,M,) — MB(X3.M, ) A— A|X Since ||A|X lle =<lA]|5» it follows that Pyg is
a matrix contraction. Therefore 7 is a quantization over the class {T¢(@):a e A} (see Sec. IT A).
Using Corollary 3.1, we conclude that 7z(D),=op®,.=7¢(¢),. In particular, each matrix bounded
set B in M(7=(D),) is contained in a certain M(7g(«),) and it is matrix norm bounded there thanks
to Corollary 3.2. So, the strong quantum dual (7z(D),); is generated by the dual matrix seminorms
ta®, aeA (see Sec. IVC). If Te M”(C_(D)) and A e M,(To(@),) then as above ((A|T))
(A, |T.)) (see Lemmas 5.5 and 5.6). Hence,

KED(

1(7) = sup|[(ball M(Te(e))|TH]| = 15( @ T.) =1(TPL"). (5.5)
Let us prove that tO(T)—||T||("> TeM,(CL(D)), neN. For each Te M (C_(D)) we have T|H",
=®,calx (”)—_[T|H"||—max,(ea||TK|| Based upon (5.4), we infer that
the canonical embeddmg Tg(a),—>X is a matrix isometry. Then its dual mapping X" —>Tg(a) is
a matrix contraction. Taking into account that the canonical embedding X, —X " is a matnx
isometry (Ref. 13, Proposition 3.2.1), we derive that the canonical mapping X —>’Z}(a) T—W,,
W, A=tr(TA) (see Lemma 5.5), is a matrix contraction (see also Ref. 1, Sec. 2.2. 14) Hence
tS(T)=tS(69KEQTK)$maxkea||TK||=||T||Z'). Finally, using Theorem 3.2.3 of Ref. 13 and (5.4) and
(5.5), we derive that

[T, = sup{|[ (A JTN|:A, € ball M, (TN ,))}=sup{[[((---0 @A, &0,
0--) < 1}<1(D),

THW|:A (-0 @ A,

=< S(T). Therefore, the linear isomorphism W': Ci(D)—)TE(D),, W, A=tr(TA), pro-
posed in Lemma 5.5, implements a topological matrix isonTorphism of the relevant quantum
spaces. U

Consider the quantum space © ;=1II, . =M I, with its family t={7,: x € B} of matrix seminorms
(see Sec. V B). Then, 7;= op@KEHTJ is a quanturn space, where each Tj = T is the
operator space of all trace class matrices in M 1 =®wer, M, . Note that ®; is a quantum subspace
in C_(D) where D=2, _=N,, N, =0yes, ™ and H=& De JC”W In particular, 7; is a subspace in
Tz (D)

Corollary 5.4: The identification (Tz(D),) B—C_(D) restricted to the subspace ® ; implements
the quantum space isomorphism (7)) /3—@ J-

Proof: 1f T=(T,),,c; €D, and A, =(A,),,c; €7 , then TA=(T,A,),,c; €7, and

weJ

WAl < X |w(T,A) < 2 T < r(DAll,

wel, wel,

as in Lemma 5.5. Hence, ¥, e (7;)’. Conversely, if e (7;)’, then for each x € B there corre-
spondence T,.€ M, such that WA, )=tr(A,T,). Therefore, =V, with T=(T,) .= € ;. Hence
the mapping V' C_(D) —7=(D)’, TA tr(TA), implements an isomorphism (7)) ;=9,. Finally, if
, is the matrix norm on 7; then t =7, (Ref. 1, Sec. 2.2.14). Using Corollary 3 2, we conclude
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that the quantum space identification (7z(D),) ﬁ—CH(D) from Theorem 5.5 restricted to the sub-
space D associates the quantum space isomorphism (7) B_Z) - O

Thus, ©; is a locally W*-algebra. 51 Note that 7, being a subspace of all trace class operators
turns out to be a normed space. It can be proved ! that 7, is unique up to an isometry. So, 7; is the
predual of the local von Neumann algebra ©,.

By Theorem 5.5, M(7z(D))=®,.=M(7¢(x),) is the quantum direct sum. In particular,
M(7=(D),) has a neighborhood filter base {B,:ce Rf} (see Sec. III), where B,
=amcU, z¢e, ball t,. On the grounds of Lemma 5.4, we have the weak* topology
0(7=(D),K=z(D)) in 7=(D). We denote the weak* closure of the neighborhood B,C M(7=(D))
by B-.

Lemma 5.7: Let A, =11, ze, ~!'ball M(KC(N,)) be the matrix bounded set in M(K=(D)), where
ce R” Then B Ql where QIG CM(7=(D)) is the absolute matrix polar of U, with respect to
the dual pair (IC (D) T =(D)). In particular, the family {B_:€ e R”} is a neighborhood filter base
of a certain quantization of Tz(D) denoted by Tz(D),s.

Proof: First, take A, e M,(7¢(k),), k € E. Since B(N})=IC(N)**, it follows that the unit ball
of M,(K(N,))=K(N") is weak* dense in ball M, (B(N,)) (see, for instance, Ref. 4, Sec. 5.4.1).
Using (5.4), we derive

(A) = sup|[((A[ball M(B(N )| = sup|[(A[ball MKN )= supl(Alball M(K=(D))| =]

that is, £,=]-|®, where ||-|. is the matrix seminorm on Kz(D). Using the pairing (-|-): K=(D)
X T=(D)—C, (K|A)=tr(AK) (see Lemma 5.4), just proved equality #,=|- (3, and Corollary 2.3,
we conclude that

(balll| - [|)° ={A & M(T=(D)):sup|[((ball]| - | JAN| < 1} ={A e M(T=(D)):sup|[(Alball]| - | )|
< 1} =nball || |[7 = ball ¢,

(see Sec. IV A). Using Lemma 2.4 and bipolar Theorem 2.1, we obtain that

B, = (amc U_e, ball 1) = (u (7! ball] - [ ))® = m_(s;l balll - [ )9®= N &, ball - |,

KE;—4

= 11 &, ball M(K(N,)) =2,
Note that balll|-|,, k € E, are weakly closed absolutely matrix convex sets in M(Kz(D)). Using
again the bipolar Theorem 2.1, we derive that B;=8°=9°,

Put B, =(b,,) and Ql€=(u£’,1), which are matrix sets in M(7=(D)) and M(K=(D)), respec-
tively. Note that u,, 1—HK€ =&~ ball K(N,)=U, (see to the proof of Lemma 5.4). Using Corollary
2.2, we derive that u® o1 =g, 1—U° b, ,. However, U, =abc(U . =z¢, ball T¢(k)) (see to the proof of
Lemma 5.4). Thus {bs Jisa nelghborhood filter base of the original inductive topology in 7=(D),
that is, 7=(D),« is a quantization of 7z(D). O

Theorem 5.6: The linear isomorphism ®:7=z(D)— Kz(D)', ®,S=tr(SA), implements the
topological matrix isomorphism

T=(D),» = K=(D)}.

If E is a countable set then T=(D)=Tz(D),.

Proof: Since the quantum topology in M(Kz(D)) is precisely the direct product topology from
IczM(K(N,)), it follows that all matrix bounded sets in M(Kz(D)) are exhausted by the matrix
sets 2, € € JR” Hence {QlQ ce JH”} is a neighborhood filter base in M(Kz (D)ﬂ) (see Sec. IV C).
By Lemma 5.7, {Ql ‘e e R“} is a neighborhood filter base of the quantization 7z(D),«. Whence
7=(D)+=K=(D)g up to the topological matrix isomorphism.

Finally, assume that Z=N. Obviously, the 1nduct1ve quantum topology in M(7z(D),) is finer
than one in M(7z(D),+). Conversely, fix e=(g,) € R and choose a sequence de RI\ such that
S,e,'8,<1. Let us prove that B3C B,. Take A € B3, By Lemma 5.6, A=2,_ A, € M(’]:g(a)) for
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a certain a € A. Using Lemma 5.7, we conclude that A e A, S, cl{AL K N1 for all
K=(K,) eUs In particular, (KINOWI=<1, that is, A,e (8, ball|-],)®
=5, ball 1,. It follows that C,=¢,5,'A, € &, ball , for all n € a. Moreover, A=3,_.¢,'5,C, and
S, ety 8, <1. Thus A € abc(U, ne, ball M(Tg(n))) CB,. In particular, the quantum topology in
M(7=(D),) is coarser than one in M(7z(D),«). Therefore, 7=(D) =Tz (D)t O

Corollary 5.5: If B is countable then the embedding Kz (D)CCH(D) is just the canonical
embedding K=(D)— (K=(D)p) of K=(D) into its second strong quantum dual.

Proof: 1t suffices to apply Theorems 5.6 and 5.5. U

F. The dual realization

Let V be a quantum space with a family &={J,: « € B} of matrix bounded sets in M (V) such
that M(V) is the matrix hull of US. Without loss of the generality, it can be assumed that & is an
upward filtered family of weakly closed and absolutely matrix convex sets. Thus, the G-quantum
dual V§ has the defining family {p°:x e E} of matrix seminorms, where p,= ps, is the
Minkowski functional of 9B, (see Sec. IV C). Note that B ,=ball p, thanks to Proposition 2.1. We
use the notation G(V’,V) for this quantum topology in M(V'). If & is the family of all matrix
bounded sets in M(V) then we have the strong quantum dual topology in M(V’') denoted by
B(V',V). Based on the natural duality between the spaces V and V', one may treat V as the space
C?(Vg.,C) of all weak* continuous linear functionals on Vg, and v(f)={(v,f))= " (v) whenever
veM,(V)and fe M(V’'). The family p,(f)= ,veM(V), fe M(V'), of matrix seminorms
defines the weak* quantum topology s(V',V) in M(V'). Thus we have the inclusions
s(V',V)CS(V',V)CB(V',V) of the quantum topologies in M(V").

Let us consider the mapping n:S — N, v—n,, such that n,=n whenever v € M, (V). As in
Sec. V B, we have the quantum space Dg= HKE~M~ M; —@UEJ an, with its lower and upper
quantum boundaries a={c,:v € &} and t={7: ke H} (see Sec. V B). By Corollary 5.4, Dg
=(Ts) p, therefore D g possesses the weak™ topology o(Dg,7s) too. The latter topology is deter-
mined by the family of seminorms {w,:a € 7g} with w,(b)=
admits precisely one quantization, which is the weak™ quantum topology 5(336,7'6), thanks to
Theorem 2.3.

Now consider the linear mapping

(DIV,G—>96, q)(f)=(<<v’f>>)v56'

If ®(f)=0, then £ (v)={v,/))=0 for all v € &, that is, (U &)={0}. However, the matrix hull
of UG is the whole matrix space M(V), therefore f)=0 or f=0 (see Remark 4.1). Hence,
®:V5—Dg is a linear isomorphism onto its range.

Lemma 5.8: If V is complete, then D:Vg—Dg is a weak* homeomorphism

Proof: Fix a=(a,),c;, €7; =®)_ T for a certain ke E. Then a,=2" g, ,®h,,, for
some orthogonal sequences {gm U} {hm v} in €™, and lall =2y c 5 2 llgmolll/mo]l (see, for instance,
Ref. 4, Sec. 3.18.13). If b € D, then

tr(ba) =tr((bvav)vefjk) = 2 tr(bvav) = 2 E <bvgm,v’hm,v>'

veJ, veJ, m=1

Note that g, ,=(8u)i» Amy=(hpy)i € C(=M, ,) are columns if v= [v;] € 3 In particular, if
b=d(f) for a certain f e V', then
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tr(ba)= 2 E([f(v,,)](gmv),,(hmv =2 E Ef(v,])gmv mo,

vey, m=1 veJ, m=1ij=1

= 2 Ef(hmu Vijgmp) = 2 f(E hmvvgmu>

veJ, m=1ij=1 veJ,

Consider the following series x,=2, 5 Z:‘nv_lh* U8, In V, which is a limit of some matrix
K -+ myuy 4

combinations of J,. If p is a continuous matrix seminorm on V then sup p(J,)=c, <%, for J, is

a matrix bounded set. It follows that

E E P(l)(h Ugm v) = E E ”h ”p(n )(U)”gm u” = CK“a”f

m,v
veJ, m=1 vey, m=1

Being V a complete space, we conclude that x, as a sum of the absolutely convergent series
belongs to V and pW(x,)<clall. Using the continuity of f, we derive that tr(®(f)a)
_EUEJKf(E”U ,U8my)=f(x,). Recall that the weak* topology 0(Ds,7s) is given by the family
of seminorms (b) ,aeTgs, beDg, whereas the weak* topology o(V',V) is given by
the famlly wi(g)= ,X€E V, geV'. Take a € 7s. Then a=® . ,a, for a certain finite subset
aCE witha, e T~ o kea Putx,=2,_,x, V. It follows that x, belongs to the matrix hull of
the union UG, and

w,((f)) = |tr(D(f)a)| =

) f(xa)‘ “lf)l=w () (5.6)

Kea Kea

for all fe V'. Whence ® is a weak™® continuous linear mapping.

Finally, the set {x,:a € 7} spans V. Indeed, take x € V. Since M(V) is the matrix hull of UG,
it follows that x=X_,g,v;h; is a matrix combination with v; € U&. Hence we can assume that
x=gvh with ge M, ,, veJ, NM/(V) and he M, for some ke = and re N. Then h e (" and
g* e are columns and a=h®g* e 7}5,; Moreover, x,=g**vh=gvh=x.

In particular, {wxa :a € T} is a defining family of seminorms of the weak* topology o(V’,V).
Hence, ®: Vg —Dg 1s a weak* homeomorphism, thanks to (5.6). O

Now we prove the dual realization theorem for a quantum space.

Theorem 5.7: If a and t are the quantum boundaries in ® g, then

aC 5(©G7TG) and B(Qg,Tg) =t.

Moreover, if V is a complete quantum space, then its S-quantum dual Vi can be identified with a
subspace in ®g such that

s(V V) =s(De. T M(V') = alM(V') and  S(V',V) = t|M(V").

In this case, V is a barreled space and V' is a weak™® closed subspace in O if and only if V is a
complete bornological space.

Proof: By Corollary 5.4, B(Dg,7s)=t. Let us prove that a Cs(Dg,7s). Note that {a’f}l):v
€ G} is a defining family of seminorms for the polynormed topology o=a|®g in D g determined
by the atomic quantum topology a. If ve S and beDg then b,=[b,;;] €M, and (rf)])(b)
=[lb < Zie_ by i | =2 [tr(eiby) | =2 10, (b), where =€ € €7, for all i,j. Hence,
0Co(Dg,7s). It follows that max oC max 0(®Dg,7Ts) thanks to Corollary 2.5. However,
5(Dg,7g) is the unique quantization of (D g,7s) by Theorem 2.3. Using Proposition 2.2, we
obtain that aCmax 0 Cs(Dg, 7).

Now assume that V is a complete quantum space and consider the linear mapping ®: Vg

—Dg, P()=(v,N)ycs, considered in Lemma 5.8. Note that
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@) = [, My e 3 [l = supl(S M = suplCball p M= P2 ()

(see Sec. IV C) for all ke E and fe M(V'). Hence, ®:V5— (Dg,t) is a topological matrix
isomorphism onto its range. We identify Vi with its range in ©g. Thereby S(V',V)=t|M(V').
Furthermore, o(V’,V)=0(Dg,7s)|V’, thanks to Lemma 5.8. However, the weak* topology
o(V',V) admits precisely one quantization, thanks to Theorem 2.3. It follows that s(V',V)
=5(Dg,7s) |M(V'). In particular, a|M(V')Cs(Dg,7s)|M(V')=5(V',V). Conversely, take v
e M, (V). Since M, (V) CMC(Vg,M,) (see the argument used in Sec. V E), it follows that [l
X (O <cp2(f), feM(V') for some positive constant ¢ and « € =. Hence sup||({(c"'v,ball p))|
< 1. However, ball p?:(ball pK)G:‘?S, thanks to Corollary 2.3. Hence, ¢ e‘”ij. Using the
bipolar Theorem 2.1, we conclude that c™'v € J . and p.-1,=c"'p,. Thus {p,:v € G} determines the
weak* quantum topology s(V',V). Note that o,(®™(f)=|(v.))|=p,(f) for all fe M, (V'), v
€ . Consequently, a|M(V')=s(V',V).

Finally, let us prove that V is barreled and V' is a weak™ closed subspace in D if and only
if V is a bornological space. First, assume V is a bornological space. Then V is barreled being a
complete bornological space (Ref. 23, Sec. 2.8). Let us prove that V' is a weak™ closed subspace
in Dg. Take a net (f,) C V' such that ®(f,) —b, b e Dg, with respect to the weak* topology
0(Dg,7s). Since aCs(Dg,Te), it follows that o' (b-D(f,) -0 for all v e &. Thus lim £(v)
=b, for all v € V. Using the uniform boundedness principle (see, for instance, Ref. 12, Sec. 7.1.4),
we derive that b,=f(v) for a certain f € V'. Then (v, f,)) — (v, f)) for all v € M(V). It means that
®(f,) — D(f) with respect to a|V’. However, a|V'=5(Dg,7s)| V' =0(Dg,7s)| V'. Hence, O(f)
=b, that is, V' is a weak™ closed subspace in © . Conversely, assume that V is barreled and V' is
a weak™ closed subspace in ©g. Then ®=¢’ for the uniquely defined weakly continuous linear
mapping ¢:7g— V. Since ® is the weak* isomorphism onto its range (Lemma 5.8), it follows that
¢ is onto (Ref. 12, Sec. 8.6.4). The space 7g being an inductive limit of Banach spaces is a
complete bornological space (Ref. 23, Sec. 2.8.2). In particular, it is barreled. Using Ref. 12, Sec.
8.6.2, we conclude that ¢:7g— V is a continuous linear mapping. Furthermore, it is weakly open,
thanks to Ref. 12, Sec. 8.6.3. Since V is barreled, it follows that ¢: 75— V is open too (Ref. 12,
Sec. 8.6.10). Thus, V being a quotient of a bornological space 7 turns out to be a bornological
space. U

Remark 5.2: The weakly open mapping ¢:7s—V considered in the proof of Theorem 5.7 is
matrix weakly open, that is, the mapping ¢ :M(Tg)— M(V) is open with respect to the weak
quantum topologies. Indeed, since ¢ is weakly open and onto the space V can be identified with
the quotient space Tg/ker(@). In particular, it possesses a new quotient quantum topology whose
restriction to V is reduced to the weak topology o(V,V'). However, the latter polynormed topology
admits precisely one quantization s(V, V").> Whence (M(V),s(V, V")) is just the quotient of
(M(Tg),5(Ts, D)), that is, @) is weakly open (see Ref. 10).

Corollary 5.6: If V is a complete quantum space, then V' CDg and

BV'.V) = B(De,Ts)|M(V').

In the normed case Corollary 5.6 is reduced to Blecher’s result' (see also Ref. 4) on the dual
realization of an operator space.
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